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Resumo
A capacidade de processar eficientemente grandes quantidades de dados, como os advindos

de sensores IoT, é um objetivo desejado por variados sistemas, especialmente porque o valor

desses dados pode cair rapidamente após o momento de sua coleta. Demandas de processa-

mento desse tipo levaram ao desenvolvimento do paradigma Data Stream Processing, onde

dados chegam continuamente e precisam ser processados em tempo real. Tais aplicações es-

tão sujeitas a variadas condições de operação, sendo importante se adaptar bem a diferentes

cenários enquanto mantém metas de Qualidade de Serviço. Abordagens tradicionais sug-

erem soluções voltadas ao escalonamento automático dos recursos, que apresentam desafios

como definir boas métricas de interesse para os objetivos de QoS, determinar o intervalo de

coleta desses dados e estimar a quantidade de recursos que devem ser provisionados.

Apesar de novas técnicas para o monitoramento e adaptação de sistemas de processa-

mento de dados em fluxo estarem continuamente evoluindo, muitas das soluções propostas

não possuem a base teórica necessária para garantir níveis altos de acurácia em suas exe-

cuções. Dada sua abordagem analítica, a teoria do controle pode ser uma boa alternativa

para este fim. Entretanto, aplicar técnicas de controle em sistemas de computação ainda se

apresenta como um desafio, principalmente pela dificuldade em abstrair o comportamento

complexo de software em uma forma matemática adequada para o design de um controlador,

de forma a diminuir o atraso do sistema, gerar ações corretivas adequadas e minimizar o erro

de estado estável.

Considerando isso, este trabalho propõe aplicar e avaliar metodologias da teoria do con-

trole em sistemas de processamento de micro-lotes de dados em fluxo. Métodos de iden-

tificação de sistemas são utilizados para modelagem do Asperathos, um framework para

automação de diferentes aplicações de processamento de dados mantendo metas de QoS

customizáveis. Com base nisso, é proposto um controlador Proporcional-Integral que ras-

treia métricas de desempenho, além de uma demonstração de sintonização de seus ganhos.

Ainda é proposto um controlador de múltiplos objetivos do tipo SIMO, baseado em métricas

de desempenho e custo. Para validação da solução, tarefas de desagregação de dados de

energia são executadas em um cluster Kubernetes orquestrado pelo Asperathos.
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Abstract
The ability to efficiently process large amounts of data, such as that from IoT sensors, is a

desired goal for many systems, especially since the value of this data can quickly drop after

the moment it is collected. Processing demands of this kind led to the development of the

Data Stream Processing (DSP) paradigm, where data arrives continuously and needs to be

processed in real time. Such applications are subject to varying operating conditions, and it

is important to adapt well to different scenarios while maintaining Quality of Service (QoS)

goals. Traditional approaches suggest solutions aimed at the automatic scaling of resources,

which presents challenges such as defining good metrics of interest for QoS objectives, de-

termining the interval for collecting this data and estimating the amount of resources that

must be provisioned.

Although new techniques for monitoring and adapting DSP systems are continuously

evolving, many of the proposed solutions do not have the necessary theoretical basis to guar-

antee high levels of accuracy in their execution. On the other hand, given its analytical

approach, Control Theory can be a good alternative for this purpose. However, applying

control techniques in computer systems still presents itself as a challenge, mainly due to the

difficulty in abstracting the complex behavior of software in a mathematical form suitable for

the design of a controller, in order to reduce the system delay, generate appropriate corrective

actions, and minimize steady-state error.

Considering this, this work proposes to apply and evaluate control theory methodologies

in micro-batch DSP systems. System identification methods are used to generate a model

representation of Asperathos, a framework for automating different data processing appli-

cations while maintaining customizable QoS goals. Based on this, a Proportional-Integral

controller that tracks performance metrics is proposed, as well as a demonstration of its tun-

ing. A SIMO-type multi-objective controller is also proposed, based on performance and

cost metrics. For the validation of the solution, energy data disaggregation tasks are per-

formed in a Kubernetes cluster orchestrated by Asperathos.
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Chapter 1

Introduction

1.1 Context and motivation

The ability to efficiently process large amounts of data, such as financial transactions, re-

quests to a web server or data coming from Internet of Things (IoT) sensors, is a persis-

tent and highly desired goal for many distributed systems. One of the reasons for this

is that, in some cases, the value associated with the data quickly drops after it was col-

lected. For example, a log analysis software can automatically detect security attacks

to a system, helping to contain or even prevent possible damage, but for that, such data

needs to be analyzed as quickly as possible or any reaction could be delayed. Another

example are social networks that want to quickly find what are the trending topics at the

moment, and then deliver this content to their users before the information becomes ob-

solete. The processing demands of these workloads led to the development of the Data

Stream Processing (DSP) paradigm, where data arrives continuously and needs to be pro-

cessed in real time, according to a given arrival rate of new requests [171; 136; 127;

162].

Because data arrives in a continuous stream, DSP applications are commonly of long

duration and subject to a variety of conditions in their execution environment, often in an

unpredictable way. In this case, it is important to have the ability to adapt well to these

scenarios. Furthermore, it is essential that during this process, Quality of Service (QoS)

goals are maintained in accordance with the user’s definitions. The solutions documented in

the literature present a broad view of mechanisms, architectures and methodologies aimed at

1
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adapting DSP systems [10; 19; 85; 149; 143].

In this context, at the infrastructure level, adaptation consists mostly of the process known

as resource automatic scaling [143; 161; 142; 115]. The rise of cloud elasticity solutions has

increasingly attracted web application providers to move their workloads to the cloud [96;

165; 11]. By definition, the resource auto scaling problem for this type of application consists

of provisioning or removing a set of resources autonomously and dynamically, lowering

execution costs, and satisfying Service Level Agreements (SLA). If we consider an scenario

where there is an increase in requests continually arriving at a web server, the available

resources will become congested, forcing the automatic scheduler to add more resources to

the infrastructure. The opposite also applies when the number of requests drops drastically, in

which case the scheduler removes resources according to this new demand. This is a classic

problem in the context of automatic scaling and system adaptation, commonly abstracted as

a MAPE (Monitoring, Analysis, Planning and Execution) control loop [97].

Each of these phases presents its challenges, but for the understanding of this work, we

highlight Monitoring and Planning. To determine whether any action should be taken on the

system, it is initially necessary to monitor its behavior. In this case, the first challenge is to

define good metrics with regards to the relevant QoS goals, whether they are performance

or cost related, or even customized at the application level. Determining the monitoring

interval is also important, as it can result in a costly process, for example, when the time

grain between collections is very small, which can generate a high load on the system, or

when the metrics of interest are highly customized, derived from other data that has yet to be

collected and processed as well. The Planning phase estimates the amount of resources that

must be provisioned. This is a difficult task because the scheduler needs to quickly determine

the number of resources needed, without actually observing the behavior of the system under

these conditions, based only on the model of the real application [138].

Although new paradigms and techniques for monitoring, planning and adapting DSP

systems are continually evolving, many of the proposed solutions do not have the theo-

retical basis necessary to guarantee high levels of performance, accuracy and validity in

their execution. Considering this, control theory can be a powerful tool to help systems

that seek to maintain QoS goals in the context presented so far. Given their analytical ap-

proach and the variety of techniques used in their design, formal controllers can provide
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guarantees in terms of effectiveness when tracking the variables of interest. Control theory

tries to solve the challenges in the field of computing systems in different scopes [12; 43;

56], having expanded its contributions to software adaptation in recent years [60; 61; 62;

134].

However, even with the observed advances, applying control techniques in computer

systems still presents itself as a challenge [107; 79; 81]. In summary, we can highlight

two main concerns: (i) the difficulty in abstracting the complex behavior of software into

a suitable mathematical form for controller design, and (ii) the lack of methodologies and

research in Software Engineering and Distributed Systems addressing solutions and control

modeling in a robust and more generalized way [64]. Specifically, software applications can

have complex, often non-linear, interactions with the hardware that support their execution,

in addition to dynamic changes resulting from fluctuations in workload, for example, that

can invalidate a model previously effective.

Considering this, in order to obtain mathematical models for computing systems, sev-

eral methods of system identification can be used [109]. Generally speaking, these methods

attempt to obtain an accurate model generated from input and output data collected from a

running system. In this context, there are the First-Order Plus Dead Time systems, which

are the object of study of the solution proposed by this work. First-order systems are those

in which the relationship between input and output can be translated into a first-order differ-

ential equation. Thus, it can be said that such models are an approximation of the dynamic

response of a process variable of a system to a given influence factor. FOPDT modeling has

been widely used to capture process dynamics for the purpose of designing controllers for

various systems, and has also been widely studied in the context of several works [27; 152;

40; 17; 168; 114].

Thus, among the benefits acquired when using analytical models to generate equations

capable of describing a system, is the ability to extend the applicability of the controller

design methodology to any system that can be formalized through its intermediate model.

This means that, for example, defining and evaluating a control approach for systems aimed

at DSP applications would allow the construction of controllers for a variety of systems,

respecting their specificities, that closely resemble this model.

In this process, to better understand how to model such systems and build controllers,
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it is important to understand the concept of Feedback Control, commonly used in efforts to

integrate control theory into computer systems [92]. Such an approach consists of using the

system’s output to determine adjustments to its input. This output is then compared to a

given user-defined reference value, resulting in an error signal that is used by the controller

to generate a corrective action on the system. By definition, the main purpose of a feedback

system is to track a reference value while optimizing three aspects: (i) minimize the delay

until the system reaches its expected state; (ii) minimize exaggerated corrective actions that

can lead to over-provisioning of resources; and (iii) minimize the steady-state error, that is,

the difference between the system output and a given reference value.

Considering this, any function that computes an output based on an input can be used

as a controller in a feedback loop. Still, Proportional-Integral-Derivative (PID) is consid-

ered to be the most studied and used in practice given its level of robustness, clarity and

simplicity [150; 92; 69; 154; 100; 70]. In general terms, this controller makes use of three

components called proportional, integral and derivative. The first acts proportionally on

the absolute error, while the second considers an accumulation of tracked errors, being es-

pecially useful to reduce steady-state errors. The derivative controller, on the other hand,

makes use of the tendency to increase or reduce the error, being known as the control that

tries to predict the future. It is important to note that tuning such gains is not an easy task,

especially for less experienced users. Poor tuning can, for example, destabilize the system,

increasing overshoot, delay, and consequently, the overall performance of the application

being processed.

These controllers, however, are widely associated with systems that seek to control only

one output acting on a single input, while several systems may be interested in controlling

multiple outputs simultaneously. Control theory has evolved to define different approaches

to deal with this use case. For example, MIMO (Multiple-Input, Multiple-Output) con-

trollers act on multiple inputs controlling multiple outputs. Similarly, SIMO (Single-Input,

Multiple-Output) controllers generate a single action to be applied over a given input, while

looking at multiple outputs [135]. Another possible approach, for example, suggests the use

of independent controllers acting on the system. However, the application of these types of

controllers to DSP systems faces the same problems regarding their modeling, as mentioned

above, adding the need to deal with multiple variables of interest simultaneously, which can
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also be conflicting in some manners.

Considering this, the objectives of this work are defined below.

1.2 Objectives

This work aims to apply and evaluate the use of control theory methodologies in micro-batch

DSP systems. The scope here includes mainly the use of control strategies to model and

orchestrate DSP systems with multiple objectives in order to provide solutions that maintain

QoS goals based on performance and cost metrics. We also want to evaluate the applicability

of system identification methods, such as the use of First-Order Plus Dead Time (FOPDT)

models, regarding their effectiveness and accuracy in describing the behavior of micro-batch

DSP systems.

In order to achieve the main objectives described above, specific goals of this work are

as follows:

• Apply system identification methods to formalize the considered system;

• Evaluate how well FOPDT models describe the behavior of the considered system;

• Propose PID controllers aiming to track performance and cost metrics, both indepen-

dently and simultaneously (SIMO approach);

• Tune the proposed PID controllers analytically, following strategies described in the

literature;

• Integrate the proposed controllers to Asperathos by customizing control and monitor-

ing plugins for the system;

• Compare the proposed controllers to different control approaches such as fixed action,

manual tuning of PID gains, and independent controllers acting simultaneously on the

system;

• Evaluate the proposed controllers regarding system throughput, resource allocation,

execution cost and SLA violation when running an application that disaggregates en-

ergy data;
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• Provide insights into the challenges related to the applicability of control theory con-

cepts to micro-batch DSP systems;

1.2.1 Methodology

In terms of the methodology followed to achieve the desired goals, for the construction of

the proposed FOPDT model, we collected data that reflected the behavior of the Asperathos

system, in terms of its input and output metrics, when executing an application that disag-

gregates energy data using Non-Intrusive Load Monitoring (NILM) techniques.

Note that neural networks are popularly used to classify data, therefore, the application

used to generate such model could consist of a variety of other classification algorithms. We

also consider continuous monitoring environments, where the number of sensors does not

change abruptly, and the tasks are considered to be homogeneous, which means they take

approximately the same amount of time to finish.

Moreover, the model was generated using Matlab’s System Identification Toolbox [120].

To evaluate that, we used the Normalized Root Mean Square Error (NRMSE) metric to

determine how close the model is to represent the real system.

In order to analytically tune the performance PID controller, we used the generated

FOPDT model together with Matlab’s Control System Toolbox [118] and PID Tuner [119]

component. For the SIMO approach, the methodology observed on the literature was used

to implement the combination of the outputs for the considered intermediate controllers. Be-

sides that, a utility function was defined to determine the level of user preference for each

type of control, either focused on performance or on cost metrics.

To evaluate that, the defined experimental design presented a comparative analysis of

scenarios composed of the different control approaches considered in the scope of this work.

To have a general understanding of the experiment results, a descriptive analysis of the col-

lected data was presented. Besides that, to analyze the significance of such results, a t-test

analysis was performed. The control solutions were evaluated in terms of system throughput,

resource allocation, execution cost and SLA violation.
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1.3 Contributions

Contributions of this work include the use of system identification methods for modeling the

system used as a use case, based on FOPDT models, followed by an evaluation of this mod-

eling, showing its strengths and weaknesses, its effectiveness and accuracy in describing the

behavior of the system and how we can benefit from using filters. The model was generated

using a disaggreation algorithm based on NILM techniques. Since neural networks are com-

monly used to classify data, we could generalize the approach in terms of other classification

algorithms with the same structure as the disaggregation one.

Furthermore, a PID controller is proposed to show how to apply this solution when trying

to maintain QoS metrics and, from that, we present an analytical approach to tune the con-

troller based on the initially proposed FOPDT model. It is important to highlight that, after

the tuning techniques were applied, the derivative term did not pose as a significant factor

to influence the given PID controller towards stability. In fact, the derivative term ended up

making the system noisy, which negatively affected the output we were trying to obtain. This

way, the final proposal is a Proportional-Integral (PI) controller, that was later evaluated.

In order to further evaluate the control methods applied here, we also propose a SIMO

controller responsible for combining actions based on performance and cost metrics. For

this, two different controllers were implemented, one for each type of metric of interest,

being the SIMO controller responsible for combining the outputs of both, and applying a

single corrective action on the system. The solution uses a utility function that allows users

to prioritize the considered metrics according to their needs, and consequently, determine the

weight of each control action to be combined. From the experiments, we saw that this helps

to deal with conflicting interests and generate improvements in resource allocation.

To orchestrate the application we used Asperathos [6], a framework that automates the

execution of data processing applications while maintaining custom QoS objectives. This

framework uses Kubernetes [8] clusters to deploy containerized applications and process a

set of tasks organized as jobs. In addition to that, its architecture allows the customization

of plugins, which enabled the integration of the controllers and monitors proposed here, as

well as the configuration necessary for its operation.

To validate the solution, we created a Kubernetes job that disaggregates a stream of
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micro-batches of energy data, collected from sensors and meters distributed in houses, build-

ings and industries [3]. From this, the controllers were evaluated in different scenarios. Re-

sults show that the PI controller performed better when compared to controllers that act on

a fixed step, while the SIMO controller behaved better than scenarios in which the cost and

performance controllers acted simultaneously. Besides that, we learned that the weight de-

fined by users for each metric directly impacts how well each controller is able to follow its

reference signal, and consequently, in breaking SLA agreements.

1.4 Summary

This work is organized as follows. In Chapter 2 important concepts for the understanding

of this work are presented, such as Quality of Service, container orchestration and the As-

perathos framework. Then, Chapter 3 presents an overview of the literature in which this

research is inserted. In Chapter 4, we deepen the knowledge about control theory, and a

formal definition of PID controllers, which is one of the objects of study of this work.

In Chapter 5 we present how the system was modeled using FOPDT-type models, in

addition to an evaluation of their ability to describe the system addressed. Then, Chapter 6

presents the proposed PI controller with a focus on performance metrics, how its gains were

tuned, as well as an evaluation that used Asperathos and an energy data processing applica-

tion. In Chapter 7 we present a different controller with a focus on cost metrics, as well as the

SIMO controller resulting from the combination of the control actions of this controller and

the first one focused on performance metrics. We also present an statistical analysis of the

data collected for the evaluation of the proposed approaches, better detailed on Appendix B,

and a descriptive analysis on Appendix A.

Finally, Chapter 8 presents the conclusions of this work as well as some future activities

that can be performed to extend this thesis.



Chapter 2

Background

2.1 Quality of Service

Quality of Service (QoS) can be defined as a characteristic related to the behavior of a given

service, which determines the degree of satisfaction of a user when using it. For example, the

study of QoS in networks, in its various subfields, comprises a set of service requirements

to be met by the network while transporting a data stream [54]. In this context, possible

metrics to consider are throughput, packet loss rate, delay and jitter, as well as reliability and

availability measures and models that generally define the performance of a network.

On the other hand, as a concept, QoS can also be extended beyond its original network-

related aspects to systems and operations. In this case, other QoS attributes are widely used

in the evaluation of various systems, such as response time, throughput, failure probability,

availability, among others [172]. Often, such objectives are closely related to requirements

for the proper functioning of a given system. Therefore, when deploying applications, it is

important that customers and service providers define QoS goals, in order to formally es-

tablish expectations and obligations, allowing actions that guarantee customer satisfaction.

Furthermore, ensuring that QoS goals are met in distributed systems is fundamentally de-

pendent on characteristics that vary from application to application. That is, each customer

or service provider probably has their own interests in specific metrics to be used, as well as

what is the acceptable level of satisfaction for each of them [23].

Considering this, this work proposes a control solution for data processing applications

while maintaining QoS goals. For such applications, different metrics may be important,

9
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given, for example, the nature of its workflow. Here, we consider batch and stream process-

ing. A batch can be defined as a predefined amount of data to be processed without any

end-user interaction, within a specific time frame. On the other hand, stream processing is

characterized by a workload of unknown total size, processed in real time [26].

Thus, it is clear that controlling such applications in order to maintain QoS goals can be

a very difficult task and specific to the type of workflow considered, such as those described

above. For batch processing, metrics such as execution progress can be interesting, while for

stream processing, relevant metrics can be the rate of new work items entering the system or

the size of the queue of tasks to be processed. Thus, it is important to understand how to deal

with each of these approaches and their combination with QoS goals, in order to incorporate

control algorithms in computing systems of this type, as we will see in the applications of

interest presented in the rest of this work.

2.2 Container orchestration

By definition, container orchestrators are systems that manage clusters of machines, which

in turn, serve applications deployed in a set of containers spread across the cluster [155].

When we think of orchestration services, one of their most attractive features is the automa-

tion provided for tasks such as initialization, provisioning and deployment of resources and

applications, as well as monitoring the behavior of clusters, scheduling strategies and tol-

erance to failures. In general terms, the orchestration tool selects an appropriate host for

the container being initialized based on specific rules defined by the user, and thus, operates

them through the aforementioned functionalities.

In this context, containers offer a logical packaging mechanism that favors micro-

services, smaller units of a complete application which will run entirely within clusters of

containers, with all their requirements and dependencies. This model allows applications to

be abstracted from the environment in which they are running, ensuring that developers are

only concerned with the logic and dependencies of their systems, while operators are con-

cerned with the management and deployment of the resources themselves. Considering this,

users can create images of environments configured to run their applications, and such im-

ages can then be deployed in a container without much effort, in addition to being replicated



2.2 Container orchestration 11

as often as needed.

The commercial success of containers began with the arise of Docker, a popular con-

tainerization method supported by large platforms like Google Cloud Platform and container

orchestrators like Kubernetes. Docker makes use of Linux isolation frameworks such as ker-

nel namespaces to provide isolation from networks, filesystems, and similar resources, and

cgroups to limit the use of resources such as memory, CPU, and bandwidth. Docker even

provides access to a repository from which images can be retrieved and stored.

Considering this, the use of containers to orchestrate applications in production is contin-

uously growing. Two recent surveys produced by OpenStack [1] and Kubernetes [44], one

of the biggest container orchestrators on the market, confirm this information. OpenStack

research states that in the year 2020, 66% of their users who need containers for orchestra-

tion use Kubernetes alongside OpenStack. The Kubernetes survey, in turn, shows that in that

same year, 92% of participating users used the orchestrator for production systems, a signif-

icant increase of 300% from the 23% reported in the first survey conducted in 2016 [44]. For

example, OpenStack and Kubernetes have been used in production processing large amounts

of data by the European Organization for Nuclear Research (CERN), amounting to about 25

petabytes of analyzed data [121].

In more detail, Kubernetes, which today has one of the most active repositories on

GitHub [68], has among its most relevant features the ability to run applications in cloud

environments, given its integration with several providers. Kubernetes also allows users

to customize the deployment of their services based on the resources available from the

provider, such as SSD, network, etc. Many other functionalities are available such as restart

automation, scaling and replication, including monitoring, load balancing and fault tolerance

for federated distributed clouds.

Another example of an orchestration service known on the market is Docker Swarm [7].

It uses its cluster management capabilities to handle a set of Docker containers as a single

service, through its containerization platform, the Docker Engine. One of the great advan-

tages of this orchestrator is its compatibility with Docker, a widely used container provision-

ing service. This way, any tool that already uses Docker can use Docker Swarm to scale

seamlessly across multiple hosts.

In this work, we use a configurable framework for automation and service orchestration
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called Asperathos, which supports the management of Kubernetes clusters, widely used in

the evaluation of the proposed solution. More details on how Asperathos orchestrates appli-

cations on a Kubernetes cluster can be found in Section 2.3 below.

2.3 Asperathos

Desired goals when using an orchestration service may vary depending on the application

being considered. For example, some applications aim to process their workloads in a prede-

fined time, such as batch processing, while others seek to keep the flow of tasks performed

at a certain level, such as stream processing. Regardless of the chosen metric, a smart al-

location of resources is essential to avoid a potential waste of resources, which can cause

considerable financial impacts for application managers [104].

To deal with this type of problem, we present Asperathos [6; 69; 145; 22], a framework

that provides automation in the execution of Big Data applications in the cloud, while meet-

ing predefined requirements for a certain quality of service. It also allows varied levels of

configuration particular to the application of interest being executed. In general terms, As-

perathos is composed of a set of components that communicate through REST APIs, and can

be configured to act on Kubernetes, Spark and OpenStack clusters, for example, controlling

their resources in order to maximize performance metrics of a given application.

2.3.1 Architecture

A diagram of the Asperathos architecture and how its components communicate is shown in

Figure 2.1. The system consists of three main modules and an optional one: (i) the Manager,

entry point for the user and responsible for initiating new submissions; (ii) the Monitor, in

charge of grouping and publishing metrics collected from the application; (iii) the Controller,

responsible for adjusting the amount of resources allocated to an application according to a

certain control algorithm; and (iv) the Visualizer, an optional component that makes use of

visualization tools to provide graphs about the progress of applications being executed by

Asperathos.

For a better understanding of how the solution proposed in this work makes use of As-

perathos, it is necessary to know some details about the components mentioned above:
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Figure 2.1: Asperathos architecture.

Manager. Responsible for initiating new submissions and providing the necessary environ-

ment for an application to run. For example, in a Kubernetes cluster, a submission comprises

the application itself, packaged in a Docker image, and its respective parameters. The sub-

mission also contains details on the chosen control approach, e.g. controller settings, and

additional scaling options such as the desired maximum number of replicas. In addition, the

Manager is responsible for starting the other components of the system.

Monitor. Responsible for monitoring the infrastructure, platform or containers executing

a submission and collecting metrics related to both the application, for example its progress

over time, and the resources used, such as CPU and memory usage. As the metrics of interest

can vary based on user needs, Asperathos allows such specifics to be implemented through

the customization of plugins, which will be detailed later.

Controller. Responsible for triggering actions on the resources used, based on the metrics

collected by the Monitor and the QoS goals defined by the users. In this context, metrics

are retrieved from some application responsible for storing them, and for example, used to

decide whether it is necessary to increase the amount of resources to be able to finish a task

on time, while maintaining an acceptable level of QoS or, alternatively, decrease the amount

of resources and minimize costs. Such decisions are made according to the results of a given

control algorithm, which can also be customized by the user.
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Visualizer. Provides a visualization platform where the user can follow the progress of

a given application through graphics and images. In general terms, the service consumes

the metrics collected by the Monitor, and from there, generates graphs that are incorporated

into a Dashboard, later accessible to the appropriate users. Currently, Asperathos provides

this Dashboard through Grafana, a well-known tool for monitoring and visualizing at the

infrastructure and application level.

2.3.2 Custom plugins

Asperathos can be tailored to the specific needs of a given application by customizing plu-

gins. As mentioned before, the plugable architecture of the components detailed in Sec-

tion 2.3.1, allows various implementations of plugins to be integrated into the system, which

is a feature used in this work for the addition of controllers and monitors that implement the

control algorithms specific to the problem we seek to solve.

As a basis for the customization developed here, we use the set of plugins named Kube-

Jobs already offered by Asperathos, which runs data processing applications in containers

inside a Kubernetes cluster. As such, the KubeJobs package implements plugins to deploy,

monitor and scale Jobs in a Kubernetes cluster.

A common workflow of an execution that used KubeJobs is detailed below:

• A given client sends a POST request to the Asperathos Manager containing a submis-

sion, and all the necessary configurations for the execution;

• The Manager creates a Redis service in the cluster, responsible for queuing the tasks

to be processed;

• The containers responsible for running the application are initialized in the cluster;

• Tasks from the Redis queue start to be consumed by the application in the containers;

• The Monitor is triggered by the Manager and periodically retrieves the number of

tasks processed from the Redis queue, or any other metrics of interest for the given

application;
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• Once the metrics are published, the Manager starts the Controller, which consumes the

metrics and makes decisions about resource scaling based on some predefined control

logic;

• The process repeats until all the tasks in the queue are completed, and if all goes well,

the user-defined QoS parameters are respected.

As the workflow above suggests, Asperathos previously only supported batch processing

applications by default. Thus, especially for the Monitor, its implementation was entirely

based on the needs and demands of this type of application. For example, the performance

metrics collected by the Monitor are focused on the progress of the submission and how far

the remaining tasks are from being completed, at the same time that the QoS goals defined

for that execution are respected.

However, in order for Asperathos to be compatible with different types of applications,

especially those of stream processing, a new plugin for the Monitor was developed. Its focus

is on collecting metrics related to a stream of data, such as the arrival and output rates of

items in the system. From the point of view of QoS metrics, new reference values become

of interest, which means that, in the new plugin, the way we calculate how far the system is

from meeting the expectations for these metrics has also been modified. Details about this

implementation will be presented later in this work, in Chapter 6.

2.4 Use case: Energy data processing in real time

Studies show that the energy consumption of commercial and residential buildings around

the world is estimated at 30 − 40% of what is currently generated [2] and, due to the in-

crease in the use of new electronic devices, between other things, this number is expected

to grow even further, increasing total energy consumption costs. Thus, it is clear that there

is a growing demand for methods that help to reduce energy expenditure, especially from

observations on how this energy is spent in practice. Based on information collected in real

time on the consumption of various appliances in a building, for example, it is possible to

generate recommendations to users in order to eliminate bad habits, such as leaving several

lights on or appliances unnecessarily turned on at night, and reduce from 5 to 15% your
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current energy consumption [159; 74].

Considering this, recent energy monitoring techniques have used various algorithms

with the purpose of transforming aggregate consumption measurements into information

about the individual use of appliances. An example of such techniques is the Non-

Intrusive Load Monitoring (NILM), also known as Non-Intrusive Appliance Load Moni-

toring (NIALM) [55], which has been increasing in popularity since companies responsible

for distributing electricity began to collect more information about their customers’ energy

consumption.

Such collection takes place through the use of devices, such as sensors or energy meters,

responsible for informing in real time about the consumption of equipment connected in

a particular residence or building where they were installed. In this way, from the use of

NIALM algorithms and consequent processing of disaggregation tasks, it is possible to know

which devices have been on, for how long and even identify possible failures in the electrical

installation. It is important to note that, if not managed properly, disaggregation tasks can

accumulate, compromising the performance of the systems involved [76; 14; 55].

Thus, the application used as a use case in this work uses a NIALM technique to provide

disaggregation of consumption measurements for a system called LiteMe [3], currently in its

Beta version. LiteMe is based on Deep Neural Networks (DNNs), which, in general, receive

energy measurements from sensors installed in a given building of interest, for example, and

return the disaggregated consumption of each of the appliances in that building. Thus, real-

time recommendations are generated for both suppliers and their users, making it possible to

optimize the early detection of contracted energy usage patterns, in addition to reducing the

cost of electricity bills. In this case, customers are interested in receiving real-time informa-

tion about their consumption, such as peaks in demand that can lead to penalties. At the same

time, the company providing such recommendations wants to satisfy these requirements as

quickly as possible while minimizing computational costs.

Finally, in its Beta version, LiteMe’s NIALM application runs on a single machine, sup-

porting only a few users. However, for the version used in its release, the current workload

is expected to increase at least a hundredfold, making the management and processing of

such data much more cost-relevant, for example. Thus, a low-cost, distributed approach that

still respects the user-defined QoS goals becomes quite useful. By using Asperathos together
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with the proposed control solution, it is possible to orchestrate a cluster of machines serv-

ing multiple containers running NIALM, making it possible to process a higher number of

measurements through a Job that performs a stream of disaggregation tasks.

2.4.1 The workload

Considering this use case, in order to be able to run LiteMe NIALM instances on Asperathos,

the framework used for container orchestration in this work, some adaptations were made.

To provide such an orchestration, Asperathos requires that the executed application can be

replicated, and that the work items to be processed are different from one another. However,

for each disaggregator, LiteMe’s NIALM application originally consumes data coming from

a specific sensor, repeatedly checking for new measurements, which makes it difficult to

replicate it in a distributed way by defining different work items.

Thus, our approach implements an adapted disaggregation model that processes mea-

surements from various sensors in a predefined time interval. Such configuration becomes

a work item of a Job in Asperathos, including the identifier of a sensor, a given time inter-

val and, as required by the neural network used by LiteMe, a matrix containing the history

of measurements previously disaggregated, which will help in the predictions made by the

model. This approach was properly validated, comparing the results obtained in a standard

run of NIALM with the results of the Job in Asperathos, which proved to be 100% compati-

ble.

For the experiments and models generated here, we use a sample of 3600 real disaggre-

gation tasks, regarding sensors used by LiteMe’s solution. A snippet of this data containing

the items sent to Asperathos can be seen below:

1 5 c 4 9 b c 2 8 4 f 0 c c c f e c 7 6 f e b b a ; 1 2 / 0 2 / 2 0 2 0 1 4 : 1 7 : 0 0 ; 1 2 / 0 2 / 2 0 2 0 1 4 : 1 8 : 0 0 ; 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 42622.85572600632 8843.726676422843

43390.676841217086 8664.516311959386292349306

2 5 c 4 9 b c 2 8 4 f 0 c c c f e c 7 6 f e b b a ; 1 2 / 0 2 / 2 0 2 0 1 4 : 1 9 : 0 0 ; 1 2 / 0 2 / 2 0 2 0 1 4 : 2 0 : 0 0 ; 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0
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0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 42622.85572600632 8843.726676422843 43390.676841217086

8664.516311959396 42368.8547588586 8445.171428938385 41956.72369581707

8025.183906859244132366733315

3 5 c 4 9 b c 2 8 4 f 0 c c c f e c 7 6 f e b b a ; 1 2 / 0 2 / 2 0 2 0 1 4 : 1 9 : 0 0 ; 1 2 / 0 2 / 2 0 2 0 1 4 : 2 0 : 0 0 ; 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 42622.85572600632 8843.726676422843 43390.676841217086

8664.516311959396 42368.8547588586 8445.171428938385 41956.72369581707

8025.183906859292941397560815

4 5 c 4 9 b c 2 8 4 f 0 c c c f e c 7 6 f e b b a ; 1 2 / 0 2 / 2 0 2 0 1 4 : 1 7 : 0 0 ; 1 2 / 0 2 / 2 0 2 0 1 4 : 1 8 : 0 0 ; 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 42622.85572600632 8843.726676422843

43390.676841217086 8664.51631195932866083678566

5 5 c 4 9 b c 2 8 4 f 0 c c c f e c 7 6 f e b b a ; 1 2 / 0 2 / 2 0 2 0 1 4 : 1 6 : 0 0 ; 1 2 / 0 2 / 2 0 2 0 1 4 : 1 7 : 0 0 ; 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0

0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 42622.85572600632

8843.726676422843616271886733

Every line in the snippet corresponds to an item to be processed by Asperathos. The

values are separated by a semicolon, being the first value the identifier of a sensor, the second

a given time interval and the final value is the matrix containing the history of measurements

previously disaggregated. For each replica running a Nialm instance, an item like this is

processed. Such process consists of communicating with a given database that contains the

aggregated data regarding the given sensor, for the given timestamp, and that later uses the

given matrix to perform the disaggregation.

One consideration about this workload is that, from the perspective of the neural network

used to process the data, if the values in the disaggregation matrix change, it does not make

a difference in the processing itself. Such data are the power values that enter the network,

and the magnitude of the data, in that sense, does not interfere in the processing.
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If, by any means, you wish to change the number of layers or the model of the neural

network in question, it also does not affect significantly the profile of the task. For instance,

changing the number of the layers in the network can change a little the duration of the task,

but such task would still be only CPU intensive, reading and returning the same amount of

data.

Regarding the arrival rate of new work items, it does not vary in short time scales for

an environment like the one considered here, nor in seconds or even in minutes. In the

experiments later presented in Chapters 6 and 7, we consider variations that lasted a few

minutes, considering, for example, load variations that were imposed not by the increase in

the amount of data and sensors, but by data accumulation issues (e.g., a sensor that lost its

connectivity starts to slowly send the data delayed as the individual bandwidth is low).

It is also important to highlight that, for this workload we consider tasks that are homo-

geneous in size, and therefore take the same amount of time to finish its processing, which

is a characteristic of the tasks we focus on, like the disaggregation ones presented here.



Chapter 3

Related work

This chapter surveys the literature regarding the topics addressed in this work. Initially,

studies on Quality of Service, focusing on web applications and DSP systems are presented,

considering important aspects such as metrics and approaches most used in the literature for

the use cases that fit the study proposed by this work. Then, we bridge the gap between

modeling DSP systems and using control theory approaches applied to resource scaling sce-

narios. Control techniques that consider multiple variables of interest are also presented,

along with how this can be applied in the context of computing and data processing systems

discussed in this work, in addition to more specific approaches in this area such as fuzzy

logic and machine learning.

3.1 Quality of service

3.1.1 Web applications

Web applications are each day more present in the daily lives of millions of people, being

indispensable for both large companies and individual users. This translates into strict re-

quirements regarding the performance, availability and reliability of such applications. Thus,

non-functional aspects of web services started to need specific methods and tools for their

management, the best known called Quality of Service (QoS) [122].

There is a certain consensus in determining the relevant QoS dimensions in a system

as being: (i) those related to execution time, such as availability, transfer rate, reliability,

20
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among others; (ii) those related to configuration and cost management, which concerns the

cost of a service and its ability to meet industry standards; and (iii) those related to security,

such as authentication, authorization, confidentiality, tracking and data encryption, among

others [45].

Within these dimensions, several works explore the challenge of maintaining QoS met-

rics in web services. Pioneers like Ranjan et al. [140] present QuID, a QoS-oriented

framework for server migration in data centers. Results showed that the proposed al-

gorithm generated up to 68% savings in resource allocation for certain workloads when

compared to static allocation techniques. In general, such techniques would have to

over-provision servers to be able to meet demand, as also noted by other works [21;

39]. Urgaonkar et al. [157], in turn, presents a solution for modeling multi-layer web ap-

plications that is based on the use of a network of queues to represent how these layers

work together to process requests. The evaluation of the model demonstrated its usefulness

in managing resources for web applications when executed under different workloads and

different operating bottlenecks.

In this context, some works [38; 20; 37] show the benefits of dynamically reallocating

resources based on workload variations rather than statically over-provisioning them. The

objective is to maintain the QoS goals of on-demand applications, that is, to adapt to their

needs as they arise. In this case, better resource utilization can be achieved, and the system

may be able to react to an unexpected increase in the considered workload. Lopes et al. [111]

addresses the problem of how a web application provider should plan long-term reservation

contracts with an IaaS provider, so that its profitability is increased. For this, a model is

proposed that can be used to guide this capacity planning activity.

In turn, Urgaonkar et al. [158] presents techniques for provisioning CPU and network

resources on shared resource platforms, running potentially antagonistic applications. The

nodes that make up the cluster are monitored at the kernel level, and this data is used to guide

the allocation of applications to run on them. Then, techniques are proposed to over-reserve

the resources of the cluster in a controlled manner, so that the platform can maximize its

revenue, while providing QoS guarantees for the given web applications. However, the pro-

posed system does not describe any approach to continuous monitoring of the environment,

which is a limitation. In addition, provisioning decisions are based on the steady state of the
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application, rather than considering rapidly changing demands.

Yu and Lin et al. [170], in turn, propose a broker for web services with QoS restrictions.

Each request arrives with a specific QoS goal associated with it. The broker then accepts

requests only if the service’s current workload allows QoS goals to continue to be main-

tained. Algorithms for resource allocation and reconfiguration of the already provisioned

architecture are also proposed. However, the reference scenario only considers situations in

which many customers are requesting the same type of service, limiting the evaluation of the

approach.

Finally, Rahman et al. [139] presents challenges when describing QoS requirements for

web applications. Based on a review of the state of the art in the area, the main QoS concerns

and characteristics to be inserted in the proposed model are selected, whose objective is

to predict QoS metrics during the development and implementation of web applications.

Accordingly, Guitart et al. [72] presents a systematic review on the performance management

of web services. It describes approaches to request scheduling, policy determination, and

resource provisioning based on QoS objectives.

These studies are related to this work given that web requests are a continuous flow of

small tasks to be processed, fitting the type of application of interest proposed here, which are

micro-batch DSP systems. The basis for the provisioning and scaling of web applications,

in addition to their monitoring, can be used together with control theory solutions to control

QoS metrics, objective of this work. In this case, this area of study can also be considered

the basis for the development of several approaches that make use of these metrics as part

of their systems, as is the case of the DSP paradigm that we will address in the next section,

and which is also part of the context of the solution proposed here.

3.1.2 Data stream processing

Data Stream Processing has emerged over the years as the reference paradigm for analyz-

ing fast, continuous information streams, which often need to be processed with low latency

to extract valuable information from raw data. When dealing with unlimited data streams,

DSP applications are typically long-lived and therefore likely to experience varying work-

loads or working conditions over time. In order to maintain a good level of service given

this variability, a lot of effort was spent on studying strategies for adapting DSP systems at
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runtime.

Dayarathna and Perera [49] review DSP systems in the broader field of event processing,

discussing the architectural choices behind the most popular platforms and recent advances

in applications, e.g. online learning, graph analysis, and more. In general lines, a systematic

literature review of works dealing with the runtime adaptation of DSP systems is presented

by Qin et al. [137]. Martin et al. [116; 117] present the applicability of a distributed tool for

processing streams of events called StreamMine3G together with the analysis of data from

social networks in real time. The parallelization and scaling of operators are extensively re-

viewed by Röger and Mayer [143], discussing issues associated with the implementation and

control of application elasticity. Assunção et al. [53] also analyzes solutions for elasticity of

DSP systems, with emphasis on systems deployed in highly distributed computing environ-

ments. As elasticity is considered a fundamental characteristic for modern DSP systems, a

large number of works have investigated solutions for operator scheduling. It can be seen

that the vast majority of them focus on the horizontal scaling of resources [33; 34; 66; 67;

73; 110].

In this context, Vijayakumar et al. [162] considered the problem of provisioning re-

sources for DSP applications in virtualized or cloud environments. An algorithm capable of

dealing with dynamic patterns in the arrival of data was developed. The algorithm promises

to avoid any slowdowns in the processing of applications, while also conserving previously

configured budgets to be spent on resources. The results show that the resource provisioning

algorithm correctly converges to the optimal CPU allocation based on the data arrival rate

and the respective computational needs. Furthermore, the algorithm proves to be effective

even when significant changes occur in data arrival rates.

Ishii et al. [89], in turn, propose a system called ElasticStream that dynamically allo-

cates cloud computating resources to a streaming data processing application. To minimize

the amount spent when using a cloud environment, and at the same time meet the SLA, a

linear programming problem was formulated to optimize costs as a trade-off between ap-

plication latency and amount spent. A system was also implemented to dynamically add or

remove computing resources on top of the middleware of the DSP system, named System S.

It was then confirmed that the proposed approach could save 80% of costs while maintaining

application latency compared to a less intelligent approach.
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On another front, Das et al. [47] explores the effects of the batch size of data to be

processed on the performance of streaming workloads. He points out that a larger batch size

can increase the end-to-end latency between receiving data and getting the corresponding

result and that, ideally, the system should operate using a batch size that minimizes latency,

ensuring that data is processed as fast as it is received. Thus, a simple but robust control

algorithm is proposed, which automatically adapts the batch size according to the application

needs. Experiments have shown that it is possible to guarantee system stability and low

latency for a wide range of workloads despite wide variations in data rates and operating

conditions.

The definition of the metrics of interest to adapt DSP applications at runtime is an impor-

tant step in the monitoring process of system elasticity. Application-oriented metrics capture

aspects of the operation that can be directly perceived by users, for example, latency and pro-

cessing accuracy. On the other hand, system-oriented metrics capture aspects of the system

that can impact the application, such as resource utilization. Among application-oriented

metrics, the most popular are latency and throughput. Latency plays an important role as

DSP applications are often required to process events with near real-time requirements, and

many adaptation solutions rely on latency as their primary performance metric [66; 94; 164;

163; 106]. In addition to latency, another popular performance metric is throughput [167;

93; 87; 36], which measures the number of work items processed per unit of time. This is

the metric also chosen in the context of this work to be evaluated during the processing of

the considered micro-batches of data.

In contrast, among the system-oriented metrics, the most used is resource utilization in

general [33; 67; 73; 77; 28], which captures the utilization level of a computing resource,

usually CPU. As in different application domains, usage is often used in conjunction with

threshold-based adaptation policies, where actions are triggered whenever the usage level

violates a predefined threshold value [67; 33; 82]. Such approaches tend to be more heuristic,

and depend on a prior knowledge of the application’s operation to accurately determine good

limits that favor the system, and consequently, the data processing.

Some works explore control theory methods to design adaptation policies. In this

case, three main entities are identified: perturbation, decision variables and system con-

figuration. Disturbances represent dynamics that cannot be controlled, although their
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future value can be predicted (at least in the short term), while decision variables are

mapped to adaptation actions. Control theory approaches are used in conjunction with a

variety of adaptation mechanisms: operator scaling [28; 84; 50], load distribution [123;

124], backpressure [42], load shedding [95], among others. For example, Mencagli et

al. [123] uses PID controllers and fuzzy logic in their solution for adapting DSP systems.

PID controllers regulate load distribution between parallel operator instances, while fuzzy

logic controls scheduling actions on longer timescales. Kalyvianaki et al. [95], instead, de-

signs a discrete-time control algorithm for load shedding, which at each time step selects the

number of tuples to be processed in order to maintain processing latency within a predefined

value.

In the context of this work, the adaptation of DSP systems through the use of control

theory methods was widely discussed. For example, the studies listed helped in choosing

the QoS metrics of interest, considering the characteristics of this type of system. However,

for cases of multi-objective control, rarely addressed in this context, there is a limitation

in terms of defining the relationship between conflicting metrics, such as those evaluated

here, performance and cost. In this case, the higher the performance, there is a tendency for

higher costs with more resource utilization, when what is normally desired by users is high

performance and low cost. Thus, determining a relationship between these variables, within

the scope of regulatory control, is one of the challenges of this work.

3.2 Provisioning and scaling of resources

3.2.1 Overview

In the context of cloud computing, to efficiently use its elasticity capabilities, it is vi-

tal to automatically and intelligently provision resources, since over-provisioning leads

to waste and unnecessary cost to users, while under-provisioning causes degradation of

the performance and violation of SLA agreements. This mechanism of dynamically ac-

quiring or releasing resources to meet varying QoS requirements is called auto scal-

ing. This is extremely important in the context of real-time adaptation of DSP systems

given the variations that may occur in the environment, in the workload, or possible dis-
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turbances, and which require quick actions to be able to maintain QoS metrics. Sev-

eral works are dedicated to observing the state of the art in this area of research, defin-

ing sub-areas of interest, and pointing out the advances achieved so far [148; 85; 138;

112].

Among these areas, estimating the resources to be used is one of the most important

points in the auto scaling process, as it determines the efficiency of provisioning. Its purpose

is to identify the minimum amount of resources needed to process a workload, in order to

determine if they are needed and how to perform scaling operations. An accurate estimate

allows the autoscaler to quickly converge to optimal resource provisioning. On the other

hand, estimation errors result in under-provisioning, which leads to a lengthy process and

increased SLA violations, or over-provisioning, which incurs unnecessary costs, as already

mentioned. There are several approaches to help estimate these resources, from more ba-

sic methods such as rule-based ones, to more sophisticated ones such as fuzzy inference,

mathematical modeling, others that use machine learning, and combinations between them.

Rule-based approaches are widely adopted by industry-provided autoscalers such as

Amazon’s Auto Scaling Service [4]. Its kernel is a set of predefined rules consisting of

trigger conditions and corresponding actions, e.g. "If CPU utilization reaches 70%, add 2

instances" and "If CPU utilization drops below 40%, remove 1 instance". Users can use

any metric, high or low level, to define trigger conditions, with the autoscaler’s aim being

to keep the parameters in question within the predefined upper and lower limits. Theoreti-

cally, simple rule-based approaches do not involve a precise resource estimate, which is just

determined as a fixed action, such as adding or removing a certain amount or percentage of

instances. This is considered to be the simplest version of auto scaling, typically being used

as a benchmark for comparison in works that focus on other aspects of auto scaling, such as

the work by Dawoud et al. [48], which aims to to compare vertical and horizontal scaling,

or prototyping works, as done by Iqbal et al. [88]. In the same context, Morais et al. [125]

presents an in-depth analysis of automatic and reactive provisioning services, identifying

efficiencies and limitations of the approach.

While a simple rule-based autoscaler is easy to implement, it has two significant draw-

backs. The first is that it requires detailed knowledge of application characteristics to de-

termine limits and appropriate actions. Al-Haidari et al. [15] conducted a study to show
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that these parameters significantly affect the performance of the autoscaler. The second is

that this approach is not able to adapt when dynamic changes occur in the workload or ap-

plication. This means that fixed values for control actions, whether scaling horizontally or

vertically, would become inappropriate when the workload changes dramatically. For ex-

ample, if the application is provisioned on 4 instances at the start, adding 1 instance will

increase the capacity by 25%. After a while, the cluster will have increased to 10 instances

due to the increased workload and adding 1 instance in this case only adds 10% to the capac-

ity. This can cause a delay in responding to sudden changes in workload, which we want to

avoid with this work.

Considering this, RightScale et al. [9] proposed an interesting variation on the simple

rule-based approach. Its central idea is to allow each instance to decide whether to shrink

or expand the cluster according to predefined rules and then use a voting approach to make

the final decision. Calcavecchia et al. [32] also proposed an approach based on decentralized

rules. In its proposal, the instances are connected as a P2P network. Each instance contacts

its neighbors to get its status, and from that, decides whether to remove itself or start a new

instance, in a probability derived from the observed status.

The solution proposed here uses basic methods of provisioning and automatic scaling

of resources, such as those based on rules and fixed actions, to evaluate the performance of

the proposed controllers in relation to these simpler approaches. In this way, we seek to fill

gaps in terms of dynamics in determining the size of the control action, and in defining the

moments when actions must be taken according to the tracking error calculation described

in detail in Chapters 4 and 6.

3.2.2 Control theory

Considering more robust approaches for resource estimation, in the context of provision-

ing and automatic scheduling are the mathematical models, abstracted in known concepts

such as, for example, queuing theory and control theory, which is the object of study of

great focus of this work. The interest in applying control theory concepts in the devel-

opment of computer systems is not recent. Some works widely reference approaches al-

ready proposed in the literature that use control techniques to try to solve problems in the

context of web applications, databases, traffic and data transfer, among others [98; 83; 18;
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105]. Lui Sha et al. [146] proposed the use of control theory together with queue manage-

ment to regulate resources of an Apache HTTP server. Parekh et al. [132], in turn, applied

control theory concepts to propose a solution that sought to meet QoS objectives based on

IBM Lotus Domino Server performance metrics, while Yixin et al. [51] presented a solution

to simultaneously adjust memory and CPU resources of an Apache HTTP server, based on

control techniques with multiple objectives.

In this context, Hellerstein et al. [78; 79; 81] presents a series of works that seek to expose

the challenges related to the application of control theory in the development of computing

systems, which are still relevant. Considering the provisioning of resources on demand, the

delay observed when instantiating or deleting a virtual machine is a characteristic that can

complicate the design of a given controller, depending, for example, on the frequency these

operations happen. In addition, the modeling used to describe computing systems, as a data

processing application, is a recurring challenge, including in this work. Hellerstein cites four

possible approaches, among them the use of system identification techniques and stochastic

processes such as queuing theory. Another factor observed is that control theory has been

applied in the scope of computer systems in simpler controllers, such as PI control and even

just Integral control, as presented by [132]. Furthermore, there is a dominance of solutions

that use SISO-type (Single-Input, Single-Output) controllers, as opposed to controllers with

multiple inputs and outputs such as MIMO and SIMO. Finally, Hellerstein points out that the

scientific community tends to pay little attention to the use of filters, to the choice of observed

outputs and the possible delays related to a system, which can lead to poor performance of

the developed controllers, especially resulting in a long accommodation time or significant

fluctuations.

Abdelzaher et al. [12] presents a sequence of use cases where control theory can be ap-

plied to different types of computer systems. Some examples include memory management

of database systems, control of CPU utilization in embedded, distributed and real-time sys-

tems, automation of workload management in virtualized data centers, and in performance

control and energy use in data centers. Furthermore, Maggio et al. [113] proposes a new

approach to apply methods and tools based on feedback control during the actual design

of computing systems components. This is done initially by obtaining an open-loop model

of the system to be controlled, different from the closed-loop, or feedback systems, com-
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monly discussed in the literature. After that, a controller model was designed and, according

to the authors, the solution is considered simpler and less computationally bulky than the

more classical approach. To support the proposed approach, a preemptive scheduler for a

multi-tasking system was developed.

Papadopoulos et al. [131] suggests in their work that the use of feedback control applied

to computing systems is still low given the complexity of defining good dynamic models of

the considered systems. Thus, an approach is proposed to model computing systems trying to

avoid the mentioned complexity, capturing only the dynamics that are really relevant to them.

In the scope considered, the author seeks to base the modeling on what he calls the physical

phenomena of a system. One of the exposed use cases is a framework to define resource

allocation, such as memory and number of servers, in order to keep the application progress

consistent with the desired throughput rate, for example. In this case, the author points out

that the phenomenon to be considered is how the progress dynamically reacts to the variation

of resources. A model is then built based on this metric alone, and is subsequently validated

to show its effectiveness in terms of the proposed reference values. With this, the author

concludes that there is validity in isolating the main physical phenomenon of the system to

build models from them.

In turn, Kihl et al. [99] discusses in their work challenges for optimizing the use of re-

sources in data centers in the cloud. For example, elasticity controllers must allocate enough

resources to a running application to provide acceptable QoS and avoid unnecessary over-

provisioning expenses. Possible solutions listed are based on machine learning algorithms,

control theory and statistical analysis of workloads. This way, a new research area named

Cloud Control is proposed, which addresses cloud management problems using control the-

ory. The promise is that such an approach will transform current data centers into dynamic

and self-managing infrastructures, guaranteeing quality of service.

Barna et al. [25] presents a control theory-based approach to automating the scaling of

web applications instantiated in a cloud environment. For this, a PID controller was designed

for a specific web application, and it was instantiated in two clouds, one public (Amazon

EC2) and another private (SAVI). The experiments showed that the controller was able to

effectively maintain given performance goals (CPU utilization) in the two clouds, which

indicated a potential portability of such controller between different cloud environments,
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limited by the number of experiments conducted and metrics observed. It is important to

highlight that the work considered the control of only one layer of the web application, and

the tuning of the PID controller gains was done manually, although based on a coherent line

of thought, valuing a faster response to possible values of error (high proportional), and a

slower response to accumulated errors, only when they are considered large (low integral).

The desired CPU utilization was between 70% and 40%, which is usually not the goal of

regulatory control, which aims to track a single reference value rather than a range of values.

This feature was based on the fact that the system input is the number of servers in a cluster,

which limits the controller’s action to integers, requiring these values to be rounded which

makes it difficult to keep the output exactly at a reference value. Interesting future works

include evaluating the use of PID controllers in cascade, trying to include the other layers

of the web application, with each controller responsible for acting considering a different

metric. This approach involves problems relevant to this thesis such as the combination and

orchestration of such controllers, maintaining QoS goals when provisioning resources.

In the same topic as Barna et al. [25], Cerqueira and Solis [35] proposes the use of a

PID controller to promote automatic scaling in a cloud environment, based on an efficient

allocation of the amount of containers that serve requests in a web environment. Baresi et

al. [24], in turn, presents an automatic scaling technique that allows containerized applica-

tions to scale their resources at the virtual machine and container level. This is possible

thanks to a system component that behaves like a feedback controller, based on monitoring,

analysis, planning and execution, commonly called MAPE. The presented solution extends

a self-adapting framework previously developed by the authors called ECoWare. The new

approach is decentralized, so that each layer of the considered application is provided with

a local controller, responsible for maintaining a given variable of interest, such as response

time, at acceptable levels even in the presence of disturbances. Based on control theory, this

is done by calculating the resources needed to satisfy this condition, and applying equiva-

lent actions on the system, considering its current state. The experiments showed that the

developed controller performs better than Amazon’s auto scaling functionality, also in con-

tainerized environments.
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Multi-objective control

In addition to using a single auto-adaptive controller, some autoscalers employ more than

one adaptive framework. In these schedulers, several non-adaptive or self-adaptive con-

trollers are connected simultaneously, which start to actively switch the control of the sys-

tem based on its performance. Self-adaptive controllers continuously adjust themselves in

parallel, however, at any given time, only the highest performing controller selected can pro-

vision resources. Patikirikorala et al. [133] employed this approach, and Ali-Eldin et al. [16]

proposed a self-adaptive switching approach based on classification of application workload

characteristics. Chen et al. [41] proposed an approach that trains multiple resource estima-

tion models and dynamically selects the one that performs best.

In this same context, Yixin et al. [52] proposes a framework to describe how we could

scale control problems in computer systems. Such framework considers two aspects, one that

scales based on the number of inputs and outputs of the system to be controlled, and another

that scales based on different control objectives. In this study, it was observed that there is a

tendency towards the development of multiple-input and multiple-output systems, motivated

by scenarios that considered various control objectives. However, such systems can end up

being complicated by potential conflicts between the objectives considered. It is also dis-

cussed how the framework can help in the decisions of decomposing a large-scale system

into smaller and, consequently, more easily manageable systems. The proposed strategies

range from centralized schemes that work well when the latency between the controller and

the system is small, to distributed approaches that are effective when the considered objec-

tives can be decomposed into independent objectives. That said, in practice there are still

cases where the latency in the communication between the controller and the system is long,

and cases where it is difficult to decompose big goals.

Thus, considering the works studied here, some challenges persist regarding the use of

control theory techniques for the scheduling of micro-batch DSP systems. Few works have

used the formal process of identifying systems to model their solutions, especially in the

context of computing systems. The same applies for tuning the gains of PID controllers,

which mostly used manual techniques to achieve the results obtained, in contrast to a more

analytical approach such as the one used in this work. In addition, the adaptation of the

approached systems has a greater focus on resources such as CPU and memory, and the hor-
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izontal scaling of virtual machines is still challenging given the characteristics of the control

action for this type of resource, which must be an integer. Consequently, the orchestration of

containers in the context of control theory was also little addressed in the studies considered,

which is one of the objectives of this work. Finally, works that use SIMO-type controllers

to control multiple-objective systems were more applied in the context of Engineering, as

opposed to the results proposed in the following chapters.

3.2.3 Other approaches

The auto scaling of resources based on fuzzy logic is considered an advance over the rule-

based approach, as they rely on the use of fuzzy inference, whose core is a set of predefined

if -else rules, used to make provisioning decisions. The main advantage of fuzzy inference

compared to simple rule-based reasoning is that it allows users to use linguistic terms like

"high, medium, low", rather than precise numbers to define the conditions and actions to be

taken, which makes it easier for humans to effectively represent their knowledge about the

system of interest.

Fuzzy inference works as follows: inputs are first diffused using defined membership

functions; then, such inputs are used to trigger actions related to all rules in parallel; the

results of the rules are then combined and finally used as an output for control decisions.

Representative approaches of this type include the one proposed by Frey et al. [65] and the

work done by Lama et al. [101]. Since manually designing the set of rules is a heavy task,

and these sets cannot timely handle changes in the environment and application, fuzzy logic-

based schedulers are commonly coupled with machine learning techniques to automatically

and dynamically learn such set of rules [102; 166; 91].

Tian et al. [154] presents a work that proposes an adaptive PI control system based on

fuzzy logic. Through a basic PI controller, the system is able to dynamically adjust the

proportion between incoming requests and their acceptance time, in order to reduce the

acceptance of requests when the server is overloaded. Considering that in a real Internet

environment the network and the server load continuously vary in an uncertain interval, a

fuzzy control approach was used to adaptively adjust the PI controller parameters. The re-

sults demonstrate that in a stable load environment, the proposed system works as well as

a basic PI controller, but acts much more stably and faster dealing with fluctuating loads.
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Another solution that applies fuzzy logic is proposed by Wei et al. in [165]. They present

an eQoS framework that monitors and controls the quality of service provided to clients on

web servers. Two control approaches to manage server resources are proposed: one based on

queuing theory and feedback control, and another based on fuzzy control within the frame-

work itself. The authors argue that the former is desirable when web servers can be charac-

terized as an M/G/1 queuing system, and if not, the fuzzy approach is more appropriate.

On another front are machine learning techniques, which are applied in resource estima-

tion to dynamically build the resource consumption model under a specific workload, also

called online learning. This way, different applications can use the schedulers without cus-

tom configurations. They are also more robust to runtime changes, as the learning algorithm

can self-adaptively adjust the model in real time to any reasonable event. Machine learn-

ing algorithms are often implemented as feedback controllers. Despite their ease of use and

flexibility, machine learning approaches have one major drawback. It takes time for them to

converge to a stable model and therefore this can lead to the autoscaler performing poorly

during the active learning period. Of course, the performance of the application is also af-

fected in this process. Furthermore, it is difficult to predict the time it takes to converge, as it

varies from case to case and from algorithm to algorithm. Online learning used by existing

autoscalers can be divided into two types: reinforcement and regression learning [138].

To exemplify, here we cite examples of works that use reinforcement learning, which

aims to allow the system to learn how to adaptively react in a specific environment to

maximize its gain or reward. This approach is suitable for dealing with automated con-

trol problems, such as the auto scaling one that we are discussing here [173; 169; 153;

103]. For the auto scaling problem, the goal of the learning algorithm is to generate a ta-

ble specifying the best provisioning action in each state. The learning process is similar

to a trial and error approach. The learning algorithm chooses an individual operation and

then observes the result. If the result is positive, the scheduler is more likely to take the

same action the next time it faces a similar situation. The most used reinforcement learning

algorithm in the literature is Q-learning.

For the context of this work, this type of approach combined with control theory tech-

niques has not been addressed so far given the specificities involved in machine learning

models.
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Control systems

4.1 Feedback control

Considering a given system, in general lines, the problem to be solved when using control

techniques is to find the best input configuration that will produce an output compatible with

a given reference value. When using feedback control, this problem is solved by continu-

ously comparing the current output of the system with the reference to be followed, applying

actions on its input in order to correct any differences that may exist between the observed

output and the previously defined reference. [92].

For example, considering a system that has: (i) as input, a set of virtual machines re-

sponsible for processing requests; (ii) as an output, the number of requests processed per

second; and (iii) as a reference to be maintained, the value of 1000 requests per second; a

feedback control system would work as follows. If the output observed at a given moment is

equal to 2000 requests per second, it means that the system is accelerated, as this value is far

above the reference. The controller then triggers an action on the input seeking to reduce the

number of requests processed, that is, it is necessary to shut down a certain number of virtual

machines. Similarly, if the output is much below the reference, for example, 500 requests per

second, the input would be adjusted upwards, i.e., more virtual machines would be turned on

to increase the computational power, and consequently, increase the output value.

It is important to note that the process of approximating the output value to the defined

reference value happens gradually, continuously comparing the two values and applying the

necessary actions on the input at each iteration. Thus, because of the use of the output value

34
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Figure 4.1: Generic architecture of a feedback control loop.

to determine which control action to take, the feedback control is said to close the loop, as

we can see in Figure 4.1.

Considering this, the above definition of feedback control introduces important concepts

for the understanding of this work:

System input. Also known as control input, it is the directly manipulated variable capable

of influencing the behavior of the system being controlled.

System output. Also known as process output, it is the variable that the system must be

able to influence. As this cannot happen directly, the controller influences the output through

the input.

Reference value. Value that must be replicated as the system’s output. There is no feed-

back control without defining a reference value. It is also important to note that the system

will try to reproduce exactly this value, that is, it is not possible to use feedback control to

maintain a metric between one value and another, or in the best possible value.

Tracked error. Distance between the current observed system output value and the desired

reference value. In a simple formula, the tracked error can be defined as in (4.1):

e = reference− output(t) (4.1)

Corrective action. Also called a control action, this variable defines an action to be taken

over the input, calculated based on the tracked error. The controller can calculate this action

without having detailed knowledge about the behavior of the system, but it has to know
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which direction stimulates the output up or down, that is, if the input needs to be increased

or decreased to influence the output upwards, for example. The magnitude of the action will

depend on which control strategy is being used for the calculation.

With these well-defined concepts, the understanding of feedback control is facilitated, but

it is still necessary to know if each iteration converges to a certain expected value and how

fast such convergence happens. However, this process should not result in a destabilization

of the system, which can happen, for example, when applying corrective actions of very

high magnitude. Such actions can generate oscillations, which are a result of the variation

between different configurations in a fast and aggressive way. As opposed to that, if the

corrective action is of very low magnitude, the system will respond slowly to disturbances,

and the tracked error will persist for several iterations, also compromising the system’s ability

to maintain the previously defined QoS goals. Thus, it is said that in order to achieve a

satisfactory system response, the corrective action must have a sufficiently high magnitude

so as not to make the system unstable.

In addition, achieving good performance is essential when controlling systems, that is, it

is necessary to ensure that the response time to changes is fast enough to eliminate the tracked

error in an agile way. The quality of the system is measured by the accuracy with which it

is able to follow the reference value. Considering this, we can say that the behavior of a

feedback control system is usually evaluated in terms of stability, performance and accuracy

levels.

It turns out that, often, not all of these goals can be achieved simultaneously. In par-

ticular, the design of a feedback system usually involves a trade-off between stability and

performance, because a system that responds too quickly, that is, that in theory performs

well, also tends to oscillate more, given sudden changes in corrective actions. In this case,

generally speaking, it may be better to make several small adjustments quickly, rather than

a few major adjustments occasionally. In the first case, the corrective action will be taken

quickly, before the tracked error increases substantially. In the second case, the magnitude

of the error will probably be greater, which means a greater chance of exaggerated compen-

sations, with an associated risk of instability.

Nevertheless, it is important to analyze the peculiarities of each system before deciding

how often and how intensely the controller should act. For instance, using the same example
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of the system input being virtual machines, turning this infrastructure on and off too often

can be costly. Or even when we have more than one controller acting on the same system,

it is common for one to act more frequently than the other, and one to apply more intense

corrective actions than the other. Therefore, trade-offs should always be carefully analyzed

on a case-by-case basis.

4.1.1 Choosing control variables

There will often be more than one variable candidate for input and output of controller sys-

tems. However, it is important to carefully choose which metrics would be best used to

achieve a given control objective, especially given their nature and, consequently, from the

point of view of a solution implementation, how such variables fit into the system.

In this section we present criteria that can be used to evaluate different possible control

variables [92]. First, for system input variables, it is important to consider:

Availability. Only values that can be influenced directly and immediately are indicated to

be input variables.

Responsiveness. The system must respond quickly to a change in its input to achieve good

performance and high accuracy when following a given reference value. Therefore, it is

important to avoid inputs that may suffer from latency or delays.

Granularity. It is desirable to be able to adjust the system input in small increments to

achieve high accuracy in tracking a reference value.

Directionality. It is necessary to know whether increasing the input results in a increased

or decreased output. If an increase in the input results in a decrease in the output, then it is

necessary to use an inverted loop when building the controller.

In contrast, for system output variables, one must consider:

Availability. The variable must be quickly and accurately observable, in a reliable way,

preferably without delay.
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Relevance. The chosen output should be a good measure of the behavior you want to

control. In cases where the interest is in measuring the quality of service of the system

in general, then a variety of metrics can be used to represent this idea, and the process

of choosing which variable is the most informative for the considered goal should be very

careful.

Responsiveness. The output metric should quickly integrate changes in the system state or

behavior. Once again, this means avoiding variables that suffer from delays, such as when

the output metric is the result of calculating an average of values, or when the value needs to

propagate through the system in order to be properly observed.

Smoothness. Disturbances in the output variable will result in abrupt control actions,

which should normally be avoided. Therefore, it is desirable that the output does not need to

be filtered, for example, or suffer from noise.

4.2 Controller types

Controllers can be designed based on a variety of objectives, the most common being dis-

turbance rejection, optimization and regulatory control [12]. The first aims to ensure that

disturbances acting on the system do not significantly affect the observed output. Optimiza-

tion seeks to obtain the best possible value for the output, such as configuring the maximum

number of clients on an Apache Server in order to minimize the system’s response time. In

turn, regulatory control seeks to ensure that the observed output is equal to a user-defined

reference value, which is the case of the feedback systems that we used for the solution of

this work.

Considering regulatory control, any function that computes an output based on an input

can be used as a controller in a feedback loop. A standard approach to this type of computa-

tion in orchestrators is for controllers to act with a predefined response each time the tracked

error indicates the need for a control action. In other words, this controller horizontally scales

the system by a certain fixed number of replicas.

Opposite to this solution, PID controllers, widely studied in the universe of control the-

ory, offer a more sophisticated approach. To compose the corrective action to be applied on



4.2 Controller types 39

the system, such controllers add three modules called proportional, integral and derivative

control. Thus, as in any feedback system, the controller output is computed based on the

input, but modulated by three different gains, defined here as: proportional kp, integral ki,

and derivative kd [92; 86].

4.2.1 Proportional control

Letting the magnitude of the corrective action depend on the magnitude of the tracked error

causes a low magnitude error to generate small adjustments, while a high magnitude error re-

sults in a larger corrective action. The simplest way to achieve this goal is to let the controller

output be proportional to the tracked error, as we see in (4.2):

uproportional(t) = kpe(t) (4.2)

Where uproportional represents the proportional control action, the gain kp is a positive

constant, and e is the tracked error value.

However, in general, this approach is insufficient to eliminate tracked errors when the

system is in what we call a steady-state, that is, when all transient responses disappear. In

proportional control, the system output will always be less than the desired setpoint. This

is because, by definition, such controllers produce a non-zero output only if it receives a

non-zero input. So, if the tracked error disappears, then the proportional controller will not

be able to produce an output. The consequence is that some residual error will continue to

persist when the only type of control used is proportional.

One way to try to reduce the impact of this situation is to increase the gain kp, but if

it is too large, other problems can be introduced as a result of an exaggerated corrective

action, generating system instability. Less elegant than this option is to intentionally set the

reference value to be greater than what is actually desired, so that even when the system

output is less than this value, the result will still be satisfactory. Looking for a better solution

for such cases, there is a controller that can automatically eliminate steady-state errors, as

we will see next in the definition of integral control.
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4.2.2 Integral control

In general terms, integral control is based on using the tracked error accumulated over time.

While proportional control, which is based on momentary error, and therefore has its effect

reduced by generating a low magnitude corrective action for very small errors, integral con-

trol amplifies these small errors by accumulating them and, over time, this will result in more

significant corrective actions. Thus, this feature is what makes the integral control a good

approach for reducing steady-state errors.

The output of an integral controller is proportional to the integral of the tracked error

over time, as seen in (4.3):

uintegral(t) = ki

∫ t

0

e(τ)dτ (4.3)

Where uintegral represents the integral control action, the gain ki is a positive constant,

and the described integral is simply a generalization of the sum of the tracked errors over

time.

This dependence on past values implies that an integral controller has non-trivial dynam-

ics reflected in the behavior of the system. For example, if a positive tracked error persists

for a long time, then the sum of errors calculated by the integral controller will increase.

The result of this is a positive corrective action over the system input even when the tracked

error has been eliminated at a given point in time. In this situation, the system output will be

greater than the reference value, generating a negative error that will decrease the value of

the sum of accumulated errors until eventual stabilization of the system.

Considering this, depending on the chosen values for the gain ki, these oscillations can

decrease more or less quickly. Therefore, it is important to find the best parameters for the

gains of an integral controller, as well as for the other PID components, in order to obtain

the most acceptable behavior of the system, which we call here controller tuning.

4.2.3 Derivative control

While the integral controller monitors values in the past, the derivative control proposes to

anticipate the future. By definition, a derivative is characterized as the rate of change over

a certain value, so considering the tracked error in a system, if its derivative is positive, it
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can be said that such an error is currently growing, and vice-versa for when the derivative

is negative. Thus, a corrective action can be immediately applied, even if the tracked error

value is still small, in order to act on the system before the observed error becomes too large.

Thus, the output of the derivative controller is proportional to the derivative of the tracked

error, as we see in (4.4):

uderivative(t) = kd
de(t)

dt
(4.4)

Where uderivative represents the derivative control action, the controller gain kd is a posi-

tive constant, and the derivative of e can be approximated as the amount of change in e since

its last observation.

One problem with derivative control is the potential presence of high frequency noise in

the system. While, by nature, an integral controller smoothes the effect of possible noise,

considering the calculation of the derivative of a polluted signal, the derivative controller will

potentialize the effect of such noise. For this reason, there is a need to smooth these signals

apart from the controller’s natural process. However, in addition to adding complexity, this

also creates a risk of compromising the motivation of the derivative control itself, because

if the signal is excessively smoothed, the variations important for the control would also be

eliminated.

Thus, while proportional control is central to feedback systems, and integral control is

necessary to eliminate steady-state errors, derivative control is less used in practice. In fact,

the controllers known as PI are the most frequently used variant in applications [92; 12].

4.2.4 PID control: proportional, integral, derivative

A controller that unites the three previously mentioned terms (proportional, integral and

derivative) is called a PID controller. We have (i) the proportional control that simply mul-

tiplies the tracked error by a gain kp, reacting to the absolute value of the error; (ii) the

integral control that multiplies the accumulated of previous errors by a gain ki, which makes

this controller especially useful for reducing steady-state errors; and finally, (iii) the deriva-

tive control that tries to anticipate the future considering the rate of change in the error value,

multiplying its derivative by a gain kd. Thus, in the time domain, the output of a PID con-
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troller is defined by (4.5):

upid(t) = kpe(t) + ki

∫ t

0

e(τ)dτ + kd
de(t)

dt
(4.5)

Where upid(t) is the output of the PID controller and e is the given tracked error. This

expression can be transformed to the frequency domain, resulting in the transfer function

at (4.6) below:

Kpid(s) = kp +
ki
s
+ kds (4.6)

Note that the process of tuning such gains for each term in a PID controller is an ex-

tremely important task, but it may not be simple. There are several known techniques to im-

prove the effectiveness of these controllers in a system, increasing the speed of convergence

and eliminating exaggerated control actions as well as steady-state errors. Some examples of

these techniques are those of Ziegler-Nichols (ZN), Frequency Domain Method (FDM), and

Damped Oscillation Method (DOM) [150]. In Chapter 7 of this document, we will further

discuss these techniques and the importance of an analytically based tuning to obtain a stable

and efficient control of the system.

4.3 Considerations when implementing a controller

Implementing a feedback loop in a PID controller involves some decisions in addition to the

general stability and performance concerns already presented in this work. Among them are

the following:

Actuator saturation. In principle, there is no limit to the magnitude of the control action.

When the considered gain is sufficiently large, the result of the action can also be arbitrarily

large. The problem can arise if the system plant cannot faithfully follow this signal, for

example, due to lack of power to respond to a very large action. In the case of a set of

servers, their maximum number is limited, so once they are all connected, demands beyond

that number from the controller cannot be met. At the other extreme, the number of servers,

fundamentally, can never be less than zero, and so on.
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The component that translates the value of the control action into an action itself is called

an actuator. Thus, the problem of the controlled system not being able to follow a certain

control action is called actuator saturation. This situation can greatly limit the performance

of the system as a whole. It is also important to note that such limitations will not be detected

by the transfer function of the system. Instead, the highest magnitude of the control action

of a given system must be estimated separately, and then the ability of that system to follow

that signal must be evaluated.

Windup of the integral term. Actuator saturation can have a peculiar effect when it occurs

in a controller with an integral term. When this happens, as the actuator is not able to pass

proper values to the plant, tracked errors will not be corrected, and therefore will persist.

The integral term, then, will add them indefinitely, reaching very high values. This can be

a problem in the future when the system is no longer saturated and the error changes sign,

taking a long time for the integrator to decrease what was accumulated, and go back to being

efficient regarding the current tracked error. To prevent this kind of situation, one can simply

stop adding values to the integral term when saturation is identified.

Previous definition of integral term. The opposite problem occurs when the system is

initialized for the first time or when large changes are made to the reference value. Such

sudden changes can easily saturate actuators. In such cases, it is possible to pre-set a value

for the controller integral term to an appropriate value, in order to make the system respond

more smoothly to changes in the reference value.

Choosing an actuation interval. The frequency in the application of control actions can

follow two principles. In general, it is better to take many small corrective actions quickly

than a few actions of greater magnitude. In particular, it is beneficial to respond to any

deviation from the desired behavior before it has a chance to become too big. Doing so

not only makes it easier to keep the process under control, it also prevents the effect of large

deviations on the system. However, there is not much benefit in manipulating a process much

faster than it can respond. Generally speaking, for example, if the dynamics of the controlled

system changes on a time scale of minutes, then control actions should be applied every few

seconds. If the process only changes once or twice a day, then applying actions every few
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minutes should suffice.

4.4 Challenges for computer systems

The growing interest in the use of control theory for solutions aimed at computing systems

such as managing web applications, scheduling cloud resources, and various network oper-

ations, raises a discussion on how to better incorporate such concepts and strategies in the

computational universe. While techniques involving control theory are already widely used

in the design of industrial processes and equipment, for example, their use in the design of

computer systems is relatively new [81].

Such systems typically operate by sharing resources between applications, for example,

a Kubernetes cluster with multiple nodes running different containers. Therefore, in a real

scenario, it is desirable that the allocation of these resources is carefully defined, in order

to dynamically distribute them so that the applications in question can maintain their goals

in terms of quality of service [149]. Considering this, QoS metrics are constantly used

to monitor services and evaluate their efficiency according to the preferences of a given

customer. However, as mentioned earlier, providing such services without violating SLAs

(Service Level Agreements) is a major computing challenge [148].

Control strategies can be used to achieve these goals, allied to the scheduling of services

and provisioning of resources in the context of computing systems. In general, we can list 5

steps needed to apply control techniques in such systems: (i) define the control objective; (ii)

describe the variables of interest to the system in formal terms; (iii) model the relationship

between the input of the system and the respective observed output; (iv) define the controller

design; and (v) evaluate the resulting control system.

However, these steps present certain challenges specific to the nature of computing sys-

tems. For example, increasing the complexity of the controller typically increases the com-

plexity of its implementation, which can result in the development of a less robust solution,

sensitive to unpredictable disturbances, such as an abrupt variation in the input rate of a given

workload. Furthermore, depending on the type of input and output calculated by the system,

the more components there are in its design, such as actuators and sensors, there may be

some impact on the system’s performance that must be considered.
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Another challenge is to incorporate the principles and techniques of control engineering

into a kind of framework that can be applied to different applications in computer systems,

as is the case of widely used design patterns, such as MVC (Model-View-Controller), and

Publish-Subscriber, for example. In this context, several problems could benefit from a con-

trol framework, such as regulating the provisioning of resources in order to achieve certain

QoS objectives, or managing the number of processes triggered to maximize data throughput

of a system.

Computing systems may still have other characteristics that present themselves as chal-

lenges for integration with control theory. It is common for such systems to seek to maintain

different QoS metrics at a certain reference value, for example, low CPU and memory usage

and, consequently, low execution cost in terms of used resources. In a scenario like this,

it would be necessary to observe different metrics, and to use more than one controller to

maintain different reference values. Managing independent controllers can be a problem,

even if their actions are executed at different points in time, as we will see in more detail in

Chapter 7, as they can compete with each other, destabilizing the system. Such a situation

happens especially in cases where the metrics observed have a conflicting nature, as is the

case of low cost and high performance, for example. Solutions in control theory propose to

solve similar cases through the use of controllers with multiple objectives, as we will also see

in Chapter 7, however, as they are more advanced approaches, the integration with computer

systems is also made difficult.



Chapter 5

Applying First-Order Plus Dead Time

models to DSP systems

5.1 System identification methods

System identification is an area of mathematical modeling that uses input and output data,

often experimentally collected, to identify the dynamic characteristics of a system. Often, the

models obtained from this process are then used to build controllers of different types, such

as the Proportional-Integral-Derivative. According to the literature, different approaches can

be adopted to generate such models [30]:

Analytical Method (Phenomenological). Equations and parameters are determined based

on the principles of Physics, Chemistry and Biology, using mass and energy balance equa-

tions.

Empirical or Heuristic Method (Experimental). The system is considered a “black box”

with certain inputs and outputs. In this case, a set of experiments are carried out to obtain

such parameters during the evolution of the system to its steady-state, from which a model of

the system would be determined. In general, such models are less complex than analytically

obtained models.

In practice, it is common to combine the two approaches, acting in two stages. The

first takes into account the physical laws and the particular working conditions to establish

46
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hypotheses about the structure and properties of the model to be identified. In the second,

more experimental stage, the hypotheses previously established are adopted, and experimen-

tal measurements are made to build the model. Thus, in general, the identification process

can be divided into the following steps [30; 92]:

• Dynamic tests and data collection. The collected data has the same role as con-

stitutive equations in theoretical modeling, as they provide the specific basis for the

development of a given model. As the model obtained by the identification method

is entirely based on experimental data, it is important to note that information that is

not contained in the data cannot freely appear in the model, just as it is unreasonable

to expect an unspecified constitutive equation to contribute to the quality of the final

theoretical model;

• Correct choice of the structure of the models. Consists of determining the terms that

should compose the models by recognizing the importance of these different terms, us-

ing the so-called identification data and avoiding the over-parametrization that occurs

when more terms than necessary are used;

• Estimation of parameters using suitable numerical methods.

• Verification of the models’ ability to represent the studied process.

Thus, we can define that a system identification method is an experimental approach used

to derive mathematical models of dynamic systems, using data collected from their behavior.

Here, we consider that the main objective of this method is to generate models that are later

used to design controllers for regulatory processes. It is important to note that the modeling

process invariably involves approximations since many real systems are, to some extent, non-

linear, time-varying, and distributed. Thus, it is unlikely that any set of models will contain

the structure of the system in all its details. In this case, a more realistic objective is to

identify a model that provides an acceptable approximation in the context of the application

in which it is used.

Considering this, in the design of a controller, the first step often involves determin-

ing the model using step response data, where the objective is to determine a transfer

function for a First-Order Plus Dead Time (FOPDT) system or Second-Order Plus Dead
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Time (SOPDT) [46]. When the controller is of the Proportional-Integrative or Proportional-

Integral-Derivative type, we assume that the model will often have a continuous-time trans-

fer function, based on the FOPDT or SOPDT structure. This is because the result obtained

through these types of models is a good approximation for the monotonic step response, and

without the overshoot of many processes found in the industrial control area, and in our case,

also computational. Methods for estimating the parameters of these transfer functions using

the step response are popular, as for instance, Ziegler-Nichols and Oldenbourg-Satorious.

In this context, a transfer function is used to encapsulate, in the frequency domain, the

effect that a system has on its input. For example, if the input is given by u(s), then the

output y(s) is simply given by (5.1):

y(s) = G(s)u(s) (5.1)

Where G(s) is the system transfer function in the frequency domain. In general terms,

the output y(s) can then be transformed to the time domain and, from that, the behavior of

the system is obtained.

This way, if we have a good theoretical model to represent a system, it is possible to

derive its transfer function from the given model by calculating a Laplace transformation of

the differential equation that describes the dynamics of the system. However, it is often not

possible to obtain a good theoretical model that represents a system, as we saw in Section 4.4.

In this case, it is necessary to calculate the transfer function from the system identification

process described above, considering two aspects in particular:

Static relationship of input and output. If a change of a certain magnitude is applied to

the input, what is the size and direction of the change reflected in the output?

Process dynamic response. If an input change is applied suddenly, how long does it take

for the system to respond?

Such questions are answered through observations. All measurements are made in an

open-loop run, and without a controller calculating the next control action. Thus, it is pos-

sible to adjust the system input arbitrarily, in order to observe only the actual response of

the system to a given step size, for a pre-defined period of time, independent of any control
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action.

Briefly, to obtain the static characteristics of the process it is necessary to apply a change

in the input, wait for the system to stabilize, and then save the output result. It is impor-

tant to note that there is a minimum change to be applied to the input to be able to see any

reflection in the system output. For large magnitude changes, the system may begin to satu-

rate and no longer reflect the expected changes in the output. In this context, the magnitude

of the process gain provides information about the size of the control action needed to ob-

serve significant changes in the system output. In addition, the process gain signal provides

information about the direction of the input-output relationship.

To measure dynamic responses, it is necessary to observe the behavior of the system

during its execution. For this, the system must be initially at rest, that is, without any change

in the input. Then, a sudden change is applied to the input, and we save all the operations

that occurred until the output of the system is obtained. It is important to repeat the process

a few times to accommodate different amplitudes in the input values. It is also important

to note, that some things might influence the system behavior and can be reflected in the

measurements. For instance, if we run the same experiment multiple times, and detect a

considerable difference in the observed outputs, this is possibly an indication of the amount

of noise in the system.

To set up the transfer function itself, three main parameters are considered:

Process gain K. Ratio of the applied input value and the final system output value after all

transient effects disappear.

Time constant T . The time required for the system to settle into a new steady-state after

experiencing some disturbance. The time constant is normally defined as the time required

for the process to reach 2/3 of its final value.

Delay τ . Delay time until a change in input starts to affect the output of the system.

Some models and tuning methods use these same parameters to identify systems. Here,

we consider self-regulating processes, those that in response to a given input reach a steady-

state, possibly after some delay, but without overshoot or oscillations. The frequency domain
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model in (5.2) is often used to describe the one-step response for this type of process, where

K is the process gain, T is time constant and τ is the delay.

H(s) =
K

1 + sT
e−sτ (5.2)

In this context, there are the First-Order Plus Dead Time systems, which are the object

of study of the solution proposed by this work. FOPDT modeling has been widely used

to capture process dynamics for the purpose of designing controllers for various systems,

and has also been widely studied in the context of several works [27; 152; 40; 17; 168;

114].

For example, in the design of a feedback control loop it is important to consider its perfor-

mance when there is a change in the tracked reference value, or a disturbance in the workload

in question. In addition, it is also important to be aware of the system’s level of robustness

to changes in process characteristics, and its fragility to the variation of its own parameters.

Therefore, approximations such as FOPDT are useful to allow such considerations to be

modeled, which justifies their increasing use for this type of solution [126].

5.2 Application use case: Asperathos

Considering self-regulatory processes, we apply FOPDT modeling to model Asperathos, a

system previously described in Section 2.3. In line with the concepts presented in the previ-

ous section, we have seen that FOPDT systems are commonly used to empirically describe

various dynamic processes, and therefore, it is a good starting approach. Thus, we first seek

to observe how well the model to be generated is able to represent Asperathos, evaluating the

results using known metrics detailed later. Next, we discuss possible alternative approaches

to consider when generating the model, which will then be used to tune a PI controller de-

veloped for Asperathos (more details in Chapter 6).

Thus, for the construction of the model, we collected data that reflected the behavior

of the Asperathos system when executing an application that disaggregates energy data, as

described in Section 2.4. A few considerations were followed, as described bellow:

• The workload is a sample of real energy disaggregation data, provided by the LiteMe
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solution. This is representative of the environment where the controller will actuate.

A snippet of the items sent to Asperathos for processing can be found in Section 2.4;

• The control input for this system is the number of Kubernetes replicas ready to process

new items. For this modeling, we used 7 replicas. This number was chosen because,

considering the computational power available, it is an input of a size enough to see a

reflection in the system output, and not too large so the system may begin to saturate;

• The observed control output for this system is the throughput of items processed by

Asperathos. This is what we call step response, which is the observed behavior of the

system when there is a step change in the input;

• The arrival rate of new items was 8 items per second. Considering the control input,

this number of items is enough to keep the replicas busy, since each replica can process

1 item at a time;

• The system should be initially at rest, i.e., no other operations should be executing

prior to the experiment initialization;

• No control action is taken. In this case, we implemented a customized plugin on As-

perathos that determines the number of replicas according to a list of values previously

passed to the system. This changes only happen when a pre-defined amount of time

has passed, in our case, 5 minutes, which is enough to see the system stable for the

application we are processing;

• At this point, since there is no controller in action, we also do not defined any reference

value to be followed.

It is important to highlight that, for the curve fitting algorithm to be successful in identi-

fying the system, it is necessary that the observations are made for a sufficient time for the

observed output to reach the steady-state, when there are no more relevant variations in the

variable of interest. The system response under these conditions was then observed, and the

respective models and transfer functions were generated using linear regression techniques

and Matlab’s System Identification Toolbox [120].
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Table 5.1: Model NRMSE.

Model Average NRMSE Model Average NRMSE

Model 1 0.637 Model 6 0.613

Model 2 0.639 Model 7 0.605

Model 3 0.613 Model 8 0.606

Model 4 0.609 Model 9 0.613

Model 5 0.611 Model 10 0.654

In total, 10 repetitions were performed following these considerations, each one gen-

erating a model from the collected data. This is necessary since we need to be sure no

disturbances or other noise is affecting the system when collecting the measurements, and

therefore, affecting the generated models. Next, we compare such models with a real execu-

tion in the system by computing the average square error (NRMSE), which is the average of

the squares of the differences between observed and predicted values. This is a commonly

used measure to define how close a linear regression model is to the real system it wants to

represent.

Thus, in order to calculate the average NRMSE for each model, we compared the data

collected for each real execution with a given model, and then averaged the results. This

means that, for Model 1 in Table 5.1, 0.637 is the mean NRMSE obtained from the squared

errors calculated in comparing that model with the data collected from repetition number 1

to repetition number 10, and so on for each one of the others. All the results are listed in

Table 5.1.

Note that, for a linear regression model, there is an error that is introduced when the

model does not actually fit the data. Therefore, the goal of a good model is to minimize

this error. Considering this, from the results in Table 5.1, we see that the best performance

indicators, that is, the lowest mean NRMSE values, are those of the 7, 8 and 4 models,

respectively. In Figure 5.1, we see the representation of the Model 7, compared with the

data sets obtained in the execution of number 7, the one that generated the model itself, and

of numbers 8 and 4, which generated the next best models in terms of NRMSE. From the

results, we see that the behavior of the real executions does not vary substantially from one
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Figure 5.1: Model 7 analysis compared with real executions on Asperathos.
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Figure 5.2: Model 8 analysis compared with real executions on Asperathos.

to another, and that they all follow the curve of the model in question similarly.

Next, we can say that there is not so much difference between the models generated by

observing the behavior of Model 8, for example, the second smallest NRMSE. Figure 5.2

shows the generated model, comparing it with datasets from the same executions as in Fig-

ure 5.1. As expected due to the very close NRMSE values, little difference is observed

between the models considered, which are similar both in system delay and in rise time.

This reaffirms that step response measurements are faithful to the behavior of the system at

different iterations. An important observation is that the figures do not seek to differentiate

in detail each of the lines representing the executions, but to show the similarity of behavior

between the three. The colors and lines used try to differentiate them minimally, but without

any special emphasis so far.

Thus, we can say that, although all models have managed, in a steady-state, to reach the

expected output for the given input, they do not accurately reflect the behavior of the real
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Figure 5.3: Model 7 highlight: analysis compared with the execution number 7 on As-

perathos.

system, neither in amplitude nor in waveform. What the wave format of the executions show

us, deviates from what is expected in FOPDT systems, where the result must be achieved

exponentially. In the case of Asperathos, it is noticed that changes in the step generate

almost immediate responses in the system, generating this up and down effect in the curve,

even though it is already close to the behavior expected by the model.

Figure 5.3 highlights the Model 7, the lowest NRMSE, when compared to the real ex-

ecution used for its generation. In this image, the nature of the waveform and the constant

variations around the curve of the model becomes even clearer.

After these considerations, although we understand that the model does not have a high

accuracy when compared to real executions, we realize that it is still possible to describe

the system’s behavior at some level through this representation. Therefore, we go ahead

with Model 7, mostly because it has the lowest NRMSE, and from it, we analyze how the

obtained transfer function reflects what was graphically observed. We generate the transfer

function in (5.3), where 0.8523 is the process gain K, 5.901 is the time constant T , and 5.5

is the delay τ :

G(s) =
0.8523

5.901s+ 1
e−5.5s (5.3)

With this transfer function, we can, for example, tune a PID controller in a more informed

way, starting from a known reference point of the system, which will help us to provide

guarantees that the real system response to a controller with certain gains will be acceptable
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according to the response observed in the model. More details on this analysis are described

in Chapter 6.

Another important consideration is that, since Asperathos is designed to execute a variety

of data processing workloads, we need to define the scope of the solution proposed here. For

the Asperathos modeling just presented, we used an application that classifies and disaggre-

gates energy data, which in our case was an implementation of the NIALM algorithm. Thus,

we can say that other classification algorithms using neural networks, a popular approach to

categorize data from such workloads, could also be used as the application use case to model

Asperathos following the process described in this chapter. This is possible because such

algorithms follow a similar processing approach even considering different workloads.

In this topic, the workload used here consisted of an homogeneous pool of tasks as de-

scribed in Section 2.4. This means that, for a workload with different processing tasks, as

long as such tasks are also homogeneous, which means that each of them takes about the

same time to process, the modeling could be equally performed as described in this chapter.

In this case, only if the time to process such tasks is different than the one for the workload

used here, a change would be observed mainly in the system process gain.

Moreover, the process and considerations presented here to generate an FOPDT model,

can be followed for an extensive assortment of systems that fit the criteria for this type of

solution.

5.3 Using filters

Finally, considering the results obtained from the model presented here, a persistent oscilla-

tion in the output variable observed in each of the real executions of the system is noteworthy.

Considering the use case application, these fluctuations can be the result of several factors,

such as the processing time of an item, the time required to place and remove items from a

queue, the time it takes to load the disaggregation libraries, among others. If we think that

these factors can still be affected by disturbances, and that the observed oscillations are the

result of noise, we can attenuate them by applying filters commonly used in control theory

for this purpose.

In this context, a filter is a kind of algorithm used mainly to reduce noise in a given sig-
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nal, such as the output variable of the control process. A more general way of defining a

filter is as a compensator that corrects or deals in some way with some element related to the

behavior of the system while seeking to avoid distortions in the signal. Another definition is

given by Hellerstein et. al [80], where filters are described as system elements that precon-

dition a signal before it is used, without significantly affecting its nature in the context of the

controlled system.

The most common type of filter is the first-order, where the output tries to achieve the

reference value exponentially over time. In this context, there are low-pass filters, which

attenuate high frequencies (sudden changes), and pass on low frequencies (slow changes).

This makes this type of filter ideal for reducing noise in a signal because such noise tends

to be of higher frequency than expected changes in a process. Traditional variables used to

measure the performance of a filter are, for example, the amount of distortion introduced

and how quickly the filter transitions between passing a signal or blocking it. In this case, in

the face of poor performance, the main shortcoming of low-pass filters is the instability they

induce, especially motivated by possible delays that may occur in the system’s response to

variations in its input [57].

It is for this reason that, in general, metrics that respond more slowly to changes in the

system are not normally indicated to represent output variables, for example. Therefore, it is

desired that such a variable is already reasonably smoothed, and does not need to be filtered.

Some authors [92] even say that it is often better to use a noisy signal than to smooth it with

filters, as the benefits obtained from reducing noise do not compensate for a possible delay

introduced.

For example, considering a PID controller, while the integral term has a tendency to

smooth out noise, the derivative term amplifies it considerably by responding sharply to

changes in the input. However, we do not want to base control actions on random noise, but

on the general trend observed in the tracked error. So, if we want to use the term derivative

in a noisy system, we need to smooth it out in some way. A widely used option is the use

of filters. However, once again, it is important to note that a more aggressive smoothing

will allow a higher derivative gain, and therefore a more aggressive control action, but will

also introduce a longer delay in the system response, which can go against the whole initial

purpose of using the derivative term.
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Generally speaking, the consensus is that filters should be carefully evaluated before

being properly inserted as part of the system, but if used responsibly, they bring real benefits

when dealing with noise. Some examples of practical application are given by Janert et

al. [92], one of the use cases presented being the waiting queue. To control this system, two

controllers are used in cascade: Controller 1, which acts on a set of servers based on the rate

of change in the size of the queue, and Controller 2, which outputs the desired rate of change,

later used as a reference value by Controller 1. At a given moment of the experiment, when

adding the derivative term to Controller 1, it was observed that the number of active servers

was varying with a frequency considered high, introducing noise to the system. To reduce the

number of control actions on the servers, the author suggests the insertion of a filter between

the two proposed controllers, which would have the objective of smoothing the output of

Controller 1 to try to reduce the oscillations caused in Controller 2, which in turn uses this

output as its reference value. After the modifications, it was observed that such a filter was

actually able to stabilize the output of Controller 1, causing the number of active servers to

fluctuate less, without affecting the queue size. In this way, a good result was obtained for

the objectives in question.

Considering the concepts presented so far, we will present below a sample of what the

expected behavior of Asperathos would be like when we insert a filter to reduce possible

noise in the system’s output variable.

5.3.1 Inserting a low-pass filter on Asperathos

When inserting a low-pass filter in Asperathos, in general, what we expect is that the resulting

curve is possibly smoothed, being more similar to the generated model both in shape and in

wave amplitude. In a simplistic way, this would indicate that such a model would better

describe the system’s behavior, and consequently, a controller tuning obtained from it would

probably present more accurate results. Initially, to visualize the impact of this on the system,

we use the lowpass function from Matlab itself to filter the output signal from Asperathos.

Returning to the modeling described by (5.3), we will use Model 7 to compare it to the result

of the executions after using the low-pass filter. Figure 5.4 shows such a model compared to

the same runs of subsequent smaller NRMSEs detailed in Figure 5.1, but now with the signal

filtered.
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Figure 5.4: Model 7 analysis compared with filtered executions on Asperathos.
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Figure 5.5: Chosen model highlighted: Model 7 analysis compared with its original and

filtered execution on Asperathos.

In this case, we clearly see that the curves of the executions more significantly resemble

the model represented by the circled black line. From the definition of low-pass filters, since

the high frequencies are attenuated, and the low frequencies are passed on, we can infer that

the Asperathos output values that were out of tune were disregarded, reducing the oscillations

that were frequent before and with very accentuated characteristics.

Complementarily, in Figure 5.5, we isolate the execution number 7, both in its original

form, represented by the blue line, and with the filtered signal, represented by the yellow line.

While the original execution exhibits more oscillatory characteristics, the filtered execution

is well-behaved, presenting itself close to the curve that describes the generated model. With

this result, we have clear indications that this type of filter can be a good option to reduce

noise in a signal like this, given that they tend to have a higher frequency than the expected

changes according to the model.



Chapter 6

Adaptive control of DSP systems

6.1 Context and motivation

Software applications are subject to different operating conditions, such as variation in the

availability rate of a service, changes in system objectives, among others. Consequently, new

techniques to handle possible runtime changes, that do not result in downtime, are being de-

veloped. One of the most common approaches in the literature is software adaptation, which

consists of adapting the software application itself at runtime and also throughout its de-

velopment cycle, from requirements definition to design, construction, testing, deployment,

maintenance and evolution.

Shevtsov et al. [147] presents a systematic review of studies that apply control theory in

software adaptation, excluding physical resources or other infrastructure-level components.

Among the main characteristics of the state of the art identified by the given work are: (i)

the main motivation for the use of control theory in this context is the formal guarantees that

can be obtained with its use; (ii) the main types of applications that use this type of solution

are e-commerce and data processing; (iii) the most used models are linear, non-time-variant;

(iv) PID and MPC (Model Predictive Control) are the most commonly used controller types

in software adaptation; (v) PID is more used for regulatory control purposes and disturbance

rejection in SISO-type systems, while MPC is more used to achieve optimal results in mul-

tipurpose systems; finally, (vi) robustness and cost are the most analyzed system properties,

together with control characteristics such as stability and settling time.

In this context, control theory is one of the approaches considered to meet the demands

59
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in the design of software adaptation mechanisms [29; 80; 63; 174]. Some works that use

control theory in adapting computing systems focus on controlling resources such as CPU

and memory, among others at the infrastructure level [13; 51]. However, as already discussed

in the motivation of this work, applying control theory in systems that seek to maintain QoS

metrics through the allocation of resources such as servers, virtual machines and containers,

can present particularities in the monitoring phase, in addition to the difficulty in modeling

the system and apply control actions accurately.

Considering this, unlike software adaptation, we want to use control theory to adapt

resources at the infrastructure level. When we add a cloud environment to this scenario, for

example, we have the concept of elasticity, which allows the adjustment of computational

resources at runtime to meet the demands of a given application. This helps prevent system

performance from degrading, while reducing operating costs by reducing potential waste of

resources.

However, providing efficient policies for resource allocation is a challenging task.

Among the various techniques proposed in the literature, we range from simple rules that

define a given action upon an event (if-then), to the use of complex machine learning algo-

rithms. Here, we apply control theory when building feedback controllers, to implement a

level of elasticity. Such controllers are designed to be stable, avoiding oscillations, quickly

accommodating and responding appropriately to disturbances, while maintaining QoS met-

rics such as response time or throughput.

Ullah et al. [156] presents a detailed systematic review of works that apply control theory

to provide elasticity in cloud environments. Among the topics covered, some conclusions

regarding the types of metrics used as a reference to maintain QoS, the input and output

variables considered, and the types of controllers most frequently used are interesting for

our scope. For example, the most frequent control objectives were regulatory or optimal,

both focused on improving the utilization of computing resources, maintaining an acceptable

level of system performance, while reducing operational costs. From the point of view of

the controllers developed for this purpose, the modeling approaches ranged from black box,

queuing theory, among others, while the controllers used ranged from PID to MPC.

In this same context, the scope of the controllers developed here mainly includes stream

processing applications. Roger et al. [143] lists relevant works in the area, approaching the
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union of elasticity, control theory, and DSP systems. One of the most important features

to consider is how to parallelize the processing of a large stream of data. In this context,

the use case presented here considers Asperathos as a container orchestrator, responsible

for coordinating the parallelization of executions through replicas in a Kubernetes cluster,

which, in turn, are responsible for processing the proposed tasks. In our case, such a task is

the energy data disaggregation described in Section 2.4. More details about Asperathos can

be found in Section 2.3.

Thus, in general lines, we initially propose a controller that acts on the resources or-

chestrated by Asperathos, seeking to maintain a certain quality of service directly related to

performance metrics of an application that disaggregates a stream of energy data. The re-

mainder of the chapter presents how the variables of interest for the proposed controller were

selected, which control approaches were considered within the defined scope, some details

on how such controller was implemented in Asperathos, in addition to an assessment of how

the considered control approaches performed in relation to actual executions in the system.

6.2 Selecting control variables

In Section 4.1, important characteristics for the selection of metrics and variables of in-

terest when implementing a controller are described. Complementary to this, Ullah et

al. [156] lists the most used metrics and variables in the context of control theory applied

to elasticity solutions and data processing. In the controller proposed here, we priori-

tize performance metrics. In this case, for the reference value to be tracked by this con-

troller type, common metrics are response time and throughput [129; 59; 58; 108; 91; 141;

130]. As for the selection of the system input variable, given that the type of scaling consid-

ered here is horizontal, the most common input is the size of the cluster.

Based on this, we want to select the control variables to be used in the definition of the

proposed performance controller. Here we consider the system as the Asperathos framework

described in Section 2.3, processing a stream of energy disaggregation data, as described in

Section 2.4. Thus, regarding the components of a feedback control loop: (i) the reference

value to be maintained is the input or arrival rate of tasks continuously submitted to a Job in

Asperathos; (ii) the system output is the throughput (number of completed tasks per unit of
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time); and (iii) the system input is the number of replicas in the Kubernetes cluster running

the application.

Note that, for the reference value, we use the arrival rate of new tasks, which can change

during a given execution. This means that, every time the arrival rate changes, the reference

value also changes based on that. For this reason, considering the self-regulating type of

control we try to achieve, our scope is limited to applications that do not constantly vary its

arrival rate, since this would impose a high variation in the reference value, and therefore,

increase the chances of overshoot every time it changes.

Moreover, to better understand the choice of the output variable in the definition of this

controller, it is first necessary to understand the four main metrics related to the behavior of

the type of system we want to control, represented here by Asperathos, which has a behavior

similar to other DSP systems. They are: (i) queue size, (ii) duration of a task, (iii) number

of Kubernetes replicas and (iv) system throughput.

Initially, it is important to think about what you want to control, that is, the possible

metrics to be observed as the output of the system. Considering this, the queue size and

duration of a task share a negative point: the case of the empty queue. A populated queue

means that items added to it are accumulating, and the system is likely under-provisioned,

meaning less computing power than necessary is being used to process such items. However,

an empty queue indicates one of two possibilites: either the system is stable and no action

is currently required, or it is over-provisioned, i.e. more computing power than necessary is

being used. Consequently, in this over-provisioning situation, the tracked error would not be

able to register a change in the workload when the input rate decreases, for example, leading

to unnecessary increase in the processing cost. Similarly, the duration of a task is also not

affected in this case, as even if the workload decreases, there will still be enough computing

power to keep such tasks processing in the expected time.

On the other hand, using the number of Kubernetes replicas solves the problem of over-

provisioning cases, since it would be directly observing the provisioned resources, and,

knowing the average processing time of a task, it is possible to determine if it is neces-

sary to add or remove resources from the system by calculating the tracked error. However,

deriving the system throughput from the number of Kubernetes replicas being used creates

a fixed variance of that rate depending basically just on the current number of replicas in the
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system. This would represent an impact on a possible analytic approach to the proposed con-

troller design, more specifically on the system identification process described in Chapter 5,

where we seek to determine its dynamics, that is, how the output behaves given a certain

input, until its stabilization. In this case, the identification would be compromised as the

output would present an instantaneous reaction to changes in the input. A consequence of

this is that the dynamics of the process are not realistic enough, and the system would lose

the benefits of using a controller. A possible solution to the problem of this instant response

would be to introduce delays in the developed monitoring plugin. Even so, instead of having

a system identification approach that results in a robust model, we would have to add a new

parameter to the implementation, which would depend on specific infrastructures, platforms

and applications.

This way, prioritizing the ideal conditions for system identification, its input rate and

throughput must be observed at runtime. However, since the throughput calculation is limited

by the input rate, in some situations, our controller cannot use only the real-time throughput

to identify and act in over-provisioning situations, as exemplified above. Thus, it is necessary

to combine two metrics: first, we use the input rate and throughput calculated at runtime

to enable an accurate identification of the system dynamics; then we determine the cases

where compensatory actions are needed to resolve observability issues that can lead to over-

provisioning of the system, and then the throughput is calculated as an estimate based on the

number of Kubernetes replicas being used.

Considering this, the tracked error of the proposed performance controller is calculated

as in (6.1):

eperf = throughput(t)− inputrate(t) (6.1)

The system throughput, represented in the equation by throughput, is calculated based

on (i) how many work items were completed in a time interval t, which we call the runtime

throughput, or (ii) as an estimate based on the number of replicas in the system in a time

interval t and the average processing time of a work item, which we call estimated through-

put. For this, we assume the user is familiar with the mean service time of the considered

application, and that this value is representative of the service times distribution. This calcu-

lation will be useful to mitigate over-provisioning situations. Finally, the system input rate,
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represented in the equation by inputrate, is based on the number of items added to the to-be

processed queue in a time interval t.

6.3 Control approaches

In general, we can classify control approaches used in the literature as:

Classic. This family of controllers is the most common and relatively simple to implement.

Fixed gain controllers are an example of a classic control. As the name suggests, these are

characterized by gain parameters estimated offline, which remain fixed at runtime. This

estimation can be done using trial and error methods, or through some kind of modeling like

Ziegler-Nichols. An example of such a controller is the PID [25] one, widely used in this

solution. Another example of classic control is the one that allows such gain parameters to

be adapted at runtime, adjusting to changes in the environment. This is also the case for a

special class of PID controllers, called self-tuning [71].

Advanced. Controllers of this type usually include solutions that combine different control

methods into one. In this case, multiple controllers can be active at the same time, or they

can be activated under predefined conditions. The first case comprises a range of cascaded

controllers, usually with objectives that align in the same direction, while an example of the

second type are the gain scheduling controllers.

Considering this, in the context of the solution proposed here, we initially want to eval-

uate the behavior of two types of classical controllers when applied to DSP systems: Fixed

Action and PID controllers. Considering the control variables described above, we will now

define how the proposed performance controllers were implemented.

6.3.1 Fixed Action control

This type of controller, often used in orchestrators, acts with a predefined response whenever

the tracked error indicates the need for a control action. So, in our context, a Fixed Action

controller scales the system up or down only in fixed steps of n replicas. Note that, in this

case, we are not talking about gain parameters, but about the size of the corrective action
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itself. An application of this type of control can be commonly found in cloud resource auto

scaling techniques, where some conditions are predefined, and a fixed action is applied. For

example, a scaling rule for a service like Amazon EC2 Auto Scaling [4] might consist of

monitoring the average CPU utilization of a cluster of virtual machines. If this average

exceeds 50%, the service adds a new machine to the cluster. Note that, in this case, the

corrective action is fixed at 1 extra virtual machine.

In contrast, PID controllers use a more sophisticated approach, applying proportional,

integral, and derivative gains along with current, past, and estimated future tracked errors. To

illustrate an example of how a Fixed Action controller may not be suitable in some scenarios,

consider the case where the system has a sudden but temporary increase in its input rate. The

controller would react for a while, but as the input rate normalizes again, the tracked error

would no longer be able to identify that the queue has grown. A possible solution would be to

monitor the queue, which again would introduce a customization that would make the system

more complex, and dependent on specific information of the application and infrastructure

considered. As for the PID controller, these momentary spikes would generate errors that

would be accumulated by its integral term and, thus, naturally mitigated.

Furthermore, one of the clearest disadvantages of using a Fixed Action controller is that

a fixed step that is too low can result in slow reactions to situations where a greater and faster

corrective action is needed, or similarly, a step that is too high may imply a sudden reaction

when a minor control action would suffice. Such sudden variations could also be responsible

for unwanted oscillations in the system, as discussed earlier. In the case of the PID controller,

the gains, when well tuned, offer an adequate reaction to the size of the tracked error.

Considering this, a Fixed Action controller was implemented and added to Asperathos as

a plugin. Such implementation follows the definition described here, the size of the control

action being previously configured by the user, and applied to the system each time the

reference value is not being followed, that is, whenever any tracked error different than zero

is registered.

6.3.2 Proportional-Integral control

For the Proportional-Integral control, finding appropriate values for its gains, what we call

tuning here, can be a frustrating task: with two (for a PI controller) or even three (for a
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PID controller) parameters, the number of possible combinations to be tested is quite large.

Furthermore, it is often difficult to intuitively predict what effect the performance of a feed-

back loop will have after an increase or decrease in any of the parameters of that controller.

Therefore, some sort of guide in this direction is highly desirable [92].

The tuning of a PID controller can be based on a good analytic model of the sys-

tem, or from measurements of its dynamics obtained through experimental observations,

as mentioned in Chapter 5. Among the tuning methods available in the literature, the

Ziegler–Nichols rules are a classic set of heuristics that require little information about the

system process. Going further, one can adjust a transfer function of a known model, such as

the FOPDT, basing this model on the experimental results obtained from the dynamics of the

system. From there, suitable values for controller gains can be set more precisely, consuming

less time.

Considering this, one of the main goals of a successful tuning is to arrive at a stable

system. Furthermore, it is important to note that control systems can be optimized consider-

ing different behaviors depending on specific situations. For example, systems that require

faster responses are more susceptible to noise and oscillations, while systems that are slower

can provide better accuracy and robustness when in steady-state. In this case, we can define

important aspects to be considered regarding the performance of feedback control systems:

1. Is a persistent steady-state error acceptable? For systems in general, a persistent

steady-state error is usually not acceptable, suggesting the need to use integral control. How-

ever, sometimes the system may require faster responses which are more important than

eliminating such errors, as the use of integral control tends to slow down the system re-

sponse.

2. How acceptable is the occurrence of oscillations? How quickly does the system return

to normality? Again, oscillatory behavior is usually not acceptable, especially because of

the overshoots that tend to happen and can, for example, violate QoS goals previously defined

by users. However, for faster response, systems with oscillations can be useful to a certain

extent.
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3. How fast does the system have to respond to changes in input? The response time is

generally determined by the time it takes for the system to reach two-thirds of its new steady

state, assuming non-oscillating systems.

4. Should the system be robust to noise? Noise is a high-frequency disturbance. To

lessen its influence, the system needs to be relatively slower. This normally precludes the

use of derivative control.

All the standard tuning rules, like Ziegler–Nichols and other methods, work based on the

choice of certain settings based on these questions, especially the accuracy and response time

desired for the system. These choices tend to lead the system to acceptable performance for

most applications, but it is important to note that some may require specific settings defined

on a case-by-case basis.

That said, there are some general statements about the effect of changes in the gains of a

PID controller that can be made. This can be useful for small manual adjustments of these

parameters after results are systematically obtained through the formal methods outlined

here. In general, increasing controller gains leads to faster response but also tends to make

the system less stable. For the derivative term, however, the system tends to remain stable,

given that the input signal is sufficiently noise-free, which is less common than it seems.

We can summarize the general rules for adjusting the gains of a PID controller as follows:

Increase in proportional gain kp:

• Faster response;

• Lower system stability;

• Risk of overshoot;

• Noise increase;

Increase in integral gain ki:

• Slower response;

• Lower system stability;

• Reduces noise;

• Eliminates steady-state errors faster
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Table 6.1: PI Tuning Configuration

ID rt st overshoot kp(perf) ki(perf)

1 6.10 93.10 0.00 1.1776 0.0682

2 4.57 50.10 16.60 1.2833 0.1171

3 4.73 43.00 27.00 1.0922 0.1589

4 7.09 36.60 2.46 0.8355 0.1142

5 7.42 60.00 0.00 0.9817 0.0871

Increase in derivative gain kd:

• Faster response;

• Improved system stability;

• Excessive noise increase;

Considering this, we used the FOPDT model generated earlier, even with its limitations,

to perform a more grounded tuning of the gains of the proposed PID controller. Using

Matlab’s own tuning methods, Control System Toolbox [118] and PID Tuner [119], we eval-

uated how each dynamic parameter of the system influenced different executions. Table 6.1

presents the achieved tuning settings, where rt is the system rise time, st is the settling time,

and kp(perf) and ki(perf) are the respective proportional and integral gains of the proposed

performance controller. Our executions did not generate significant values for the derivative

gain, so we simplified the approach, effectively designing a PI controller.

Finally, these gains were applied to real executions on our system. The combination

of the overshoot, rise and settling time parameters is used to generate the respective gains

kp(perf) and ki(perf). Considering this, Figure 6.1 shows the configurations of numbers 5

(6.1a) and 4 (6.1b) in Table 6.1, the first being the one that presented the best results with

respect to overshoot, rise time and system accommodation.

We can see that, for the configuration 4, in Figure 6.1b, a higher value of integral gain

(ki(perf) = 0.1142) probably influenced the system to react more aggressively to accumu-

lated errors, possibly caused by overshoots, not behaving as expected when tracking the

reference value. Thus, according to Figure 6.1a, when using the configuration of number 5,

with kp(perf) = 0.9817 and ki(perf) = 0.0871, the controller tracks the reference value with
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(a) Tuning 5 on Table 6.1.

.

(b) Tuning 4 on Table 6.1.

Figure 6.1: Tracking of reference value with given PI tuning configurations.

reasonable rise and settling time, and virtually no overshoot. For this reason, this was the

configuration chosen for the gains of the proposed PI controller.

Note that, despite the limitations of the model, we still got a reasonably adequate tuning

as a reference. Thus, in the evaluation made below, we will use the gains described here as

parameters of the proposed PI performance controller.

6.4 Evaluation

In this section we present the experiments performed to evaluate how a DSP system behaves

when using different types of control strategies, including Proportional-Integral and Fixed

Action control. In addition, we apply the proposed PI controller gain tuning described in

Section 6.3.2 above, and compare this approach with a purely manual tuning. Finally, system

throughput estimates were used to deal with possible over-provisioning conditions. In the use

cases explored here, the effectiveness of the performance controller is evaluated in terms of

user-defined QoS metrics, such as replica allocation, system response time and throughput.

6.4.1 Experimental design

In Chapters 5 and 6, several control approaches were presented that can be combined to

form different compositions. Each of these approaches is associated with a set of factors,
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which are independent variables of the configuration of the component in question. This

section initially presents basic concepts of an experimental design and the consequent results

obtained by applying it to the evaluation of the solutions presented here.

An experimental design aims to define experiments in such a way that the most informa-

tion is obtained with the least amount of experiments possible. Experiments, in this context,

can be simulations or measurements in real (or close to real) environments. Besides that,

experiments can be designed for different purposes, including: deciding between alterna-

tives (comparative experiments), identifying which factors influence more than one response

variable (selective experiments), adjusting/optimizing the experimental process, etc. In the

context of this work the experimental design was carried out to mainly decide between alter-

natives.

To understand the experimental design carried out, it is necessary to introduce some

important terms. The following are generally used in the design and analysis of experi-

ments [90]:

Response variable. The response variable (or dependent variable) is the result of the ex-

periment, that is, what you want to measure.

Factors. A factor is an independent variable (that can be controlled) that can take on dif-

ferent values and that affects the response variable. Through an analysis of experiments it is

possible to quantify the effect of different factors on the response variable.

Replication. It is possible to repeat the same experiment n times. This repetition is called

replication.

Interaction. Two factors interact if the effect verified for one factor on the response vari-

able depends on the level of the other factor.

An adequate analysis of experiments makes it possible to quantify the effect of factors

on the response variable, and when associated with a significance study, it makes it possible

to identify which factors are statistically significant for the response variable.

Considering this, the three most commonly used types of experiment designs are [90]:
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Simple design. It starts with a certain configuration for the parameters and varies one factor

at a time to identify the effect that the factors have on the response variable. This method

does not take into account the interactions between factors, which can lead to erroneous

results when there are interactions.

Complete factorial design. Conduct experiments for each of the levels of all factors. This

type of design of experiments is the most complete, however, when the number of factors

and/or levels is very large, it becomes too expensive.

Fractional factorial design. This type of design is indicated when the number of experi-

ments to be carried out with a complete factorial design is very large. Only a fraction of all

possibilities are used here. The number of experiments is smaller, but it is not possible to

study all possible interactions between the factors.

Considering the number of factors described later is this chapter, and the goals for the

proposed experiments, we opted for a simple design. Besides that, there are some consid-

erations that helped in deciding the technique to be used to evaluate the system. The key

consideration is the life-cycle stage in which the system is. Measurements are only indicated

if something similar to the proposed system already exists. Simulation and analytic model-

ing are mostly used for situations where measurement is not possible, but in general it is a

better practice when the analytic modeling or simulation is based on previous measurement.

Sometimes it is also helpful to use two or more techniques simultaneously or sequentially.

For our case, measurements of a real system were used to generate an analytic model, which

in turn, was used to suggest the appropriate configuration parameters for the proposed control

system.

Besides that, to analyze the significance of the experiment results, a t-test analysis was

performed. This analysis is a statistical test used to formally compare the means of two

groups. This approach is often performed in hypothesis testing to determine whether a treat-

ment actually has an effect on the population of interest, or whether two groups are different

from one another. Note that a t-test can only be used when comparing the means of two

groups. If you want to compare more than two groups, or if you want to do multiple pairwise

comparisons, use an ANOVA test.
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The t-test is a parametric test of difference, meaning that it makes the same assumptions

about your data as other parametric tests. We checked the t-test assumptions to be true for

our data, as follows:

• Are independent;

• Are approximately normally distributed;

• Have a similar amount of variance within each group being compared (homogeneity

of variance).

It is important to note that, throughout the statistical analysis later presented in this chap-

ter, we need to consider the effects of practical and statistical significance, since the presence

of the latter does not necessarily mean that the results are practically significant in a real-

world sense of importance.

The hypothesis testing procedure determines whether the considered sample results are

likely to be representative if you assume the null hypothesis is correct for the population. If

such results are sufficiently improbable under that assumption, then you can reject the null

hypothesis and conclude that an effect exists, meaning your results are statistically signifi-

cant. On the other hand, practical significance relates to the magnitude of the effect. That

said, no statistical test can tell you whether the effect is large enough to have an importance

in the context of the given study. To achieve that, you need to apply concepts and state of

the art research on the subject of interest to determine whether the effect is big enough to be

meaningful in the real world.

Now for the experiments described in this section, in summary, four main comparative

scenarios were proposed:

I. Analytic PI - Runtime x Fixed Action - 3. For this use case, the Analytic PI - Runtime

strategy considers the use of the PI controller, with its gain parameters tuned according to

the analytic model generated in Chapter 5. The Fixed Action - 3 treatment considers the use

of what we call a Fixed Action controller, that increases or decreases the control action in 3

steps each time. For both cases, the throughput response variable is calculated at runtime.
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II. Analytic PI - Runtime x Fixed Action - 1. In this scenario we use the same PI control

described above. For the Fixed Action - 1 treatment, we consider the use of the Fixed Action

controller, this time increasing or decreasing the control action in 1 step each time. For both

cases, the throughput response variable is calculated at runtime.

III. Analytic PI - Constant x Manual PI - Constant. In this case, the same PI controller

is used as before, compared with a Manual PI - Constant treatment, in which the gain pa-

rameters of the given controller are manually tuned. For this configuration we consider the

workload input rate to be a constant of 3 items per second. For both cases, the throughput

response variable is calculated at runtime.

IV. Analytic PI - Runtime x Analytic PI - Estimated. Finally, for the last scenario we

compare the Analytic PI controller with an instance of the same controller now calculating

the throughput response variable as an estimate based on the average time to process an work

item and the amount of resources used.

Considering these comparative scenarios, we define the response variables as: (i) the

system throughput; (ii) resource utilization; and (iii) response time. For (i), the throughput

is the rate at which requests can be serviced by the system, which in our case is the rate

of processed items per second. The second metric, (ii), refers to the number of replicas

instantiated in a Kubernetes cluster to process such work items. And (iii) is the interval

between the start of a request submission and the end of the corresponding response from

the system, which in our case is the time it takes for an item to be processed once it enters

the system.

Next, we need to define the factors that may affect such variables. Table 6.2 showcase

the factors that varied between different treatments. Some considerations about the input rate

and the tracked error are as follows:

Input rate. This refers to the arrival rate of new work items. The input rate follows two

type of workloads, one that sends 3 items per second over the entire duration of the stream,

and other that varies between 2 and 4 work items, in a controlled uniformed manner. This

means that, if we consider the duration of a stream in an experiment to be 20 minutes, every
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Table 6.2: Factors for the experiments with PI and Fixed Action controllers.

Factor Description Levels

Control Strategy Type of controller used Proportional-Integral Fixed Action

Control tuning Approach to configure control gains Manual Analytic

Control

configuration

Specified control gains

and configuration

P: 1.0; I: 1.0
P: 0.9817;

I: 0.0871

Actuation

size: 3

Actuation

size: 1

Input rate Arrival rate of new processing items 3 items/s 2-4 items/s

Tracked error Calculation of the tracked error Runtime Estimated

5 minutes the input rate is going to change from 2 to 4 or vice-versa. This is a limitation with

regards to the types of workloads our control system can handle.

Tracked error. Refers to the difference between the input rate and the system throughput at

a given moment. Two types of tracked errors are considered here. The first, called runtime,

uses the throughput calculated based on how many work items were completed in a time

interval t, measured at runtime. The other type is what we call estimated, which uses the

throughput calculated as an estimate based on the number of replicas in the system in a time

interval t and the average processing time of a work item. More details on the assumptions

about this variable can be found on Section 6.2.

Other factors remained the same throughout the experiments, such as:

• Maximum of concurrent replicas: 8. This limitation is due to the size of the Ku-

bernetes cluster used to perform the experiments, and the resources required by each

execution of the application begin processed.

• Estimated system response time: 1.5 seconds. All work items sent to the system are of

the same type, and considered to take the same time to process. This means our scope

is limited to an homogeneous workload.

• Stream duration: 20 minutes. Long enough so we can variate the input rate every 5

minutes.
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Table 6.3: Treatments for the experiments with PI and Fixed Action controllers.

Control Strategy Control tuning Control configuration Input rate Tracked error

Proportional-Integral

Manual
Proportional: 1;

Integral: 1
3 items/s Runtime

Analytic
Proportional: 0.9817;

Integral: 0.0871

3 items/s Runtime

2-4 items/s
Runtime

Estimated

Fixed Action Fixed
Actuation size: 3 2-4 items/s Runtime

Actuation size: 1 2-4 items/s Runtime

• Workload size: 3600 items, considering the duration of the stream and the time to

process an item.

• Data collection: Intervals of 2 seconds. Since each item takes approximately 1.5

seconds to process, collecting data every 2 seconds allows the system to react soon

enough if any changes are necessary.

Instances of each proposed scenario were created and evaluated. Table 6.3 showcases

each treatment and its given configuration values. Also, each treatment was replicated 15

times over the course of the experiments.

Finally, the execution environment to perform the experiments consisted of a Kubernetes

cluster managed by the Asperathos framework. The workload used is a sample of real en-

ergy disaggregation data, provided by the LiteMe solution (a snippet of these items can be

found in Section 2.4). Custom control and monitoring plugins were implemented to encap-

sulate the proposed controllers and monitors, allowing the execution of DSP applications,

with a focus on performance metrics. Among the plugins used is KubeJobs for integration

with Kubernetes, StreamKubejobs for monitoring stream processing applications, in addition

to the FixedAction and PI controllers for a Fixed Action and Proportional-Integral control

strategies, respectively. All were implemented in python and are available in the official

Asperathos [6] repository.
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Table 6.4: Configuration for the PI-Fixed set of experiments.

Control strategy Control tuning Control configuration Input rate Tracked error

Proportional-Integral Analytic
Proportional: 0.9817

Integral: 0.0871
2-4 items/s Runtime

Fixed Action Fixed
Actuation size: 3

Actuation size: 1

6.4.2 Scenarios I and II: Analytic PI x Fixed Action

The objective of this experiment is to evaluate if there is any difference when using a PI

control over a more simplistic approach such as the Fixed Action one. Such evaluation takes

into consideration the system throughput, resource utilization and response time. Table 6.4

highlights the combination of factors used for the experiments in these scenarios.

We can see that the Proportional-Integral controller was configured with the gains previ-

ously defined, ki(perf) = 0.0871 and kp(perf) = 0.9817. As for the Fixed Action controller,

we first run a set of experiments with actuation size of 3, which represents a more incisive

approach to the presence of a tracking error. This means that whenever there is any deviation

detected by the tracked error, an action of size 3 is applied to the system, adding or removing

3 replicas from the Kubernetes cluster, depending on the error sign.

Next, we configure the Fixed Action controller with a less aggressive actuation size of

1. This is a default value, often used in controllers of this type precisely because of its more

moderate nature. In this case, whenever there is any deviation detected by the tracked error,

1 replica is added or removed from the Kubernetes cluster.

In the next sections, we firstly present a descriptive analysis of the collected data and

then an statistical analysis to support the discussion of the results.

A. Descriptive analysis

A descriptive analysis of the data for this scenario can be found on Appendix A, Section A.1.
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B. Statistical analysis

In this section, we highlight the statistical analysis for the system response time variable.

The complementary statistical analysis of the data for this scenario, including the tracked

error and replica allocation, can be found on Appendix B, Section B.1.

Previously on this chapter, we defined that the response time is given by the time it takes

for an item to be processed once it enters the system, which is considered to be approximately

1.5 seconds for each item. Here, we look at this metric from two perspectives, first we

calculate the rate of items processed on time, i.e. items that took a maximum of 1.5 seconds

to finish, and considering this same prerogative, the rate of requests that violate a given SLA

of 1.5 seconds response time per item.

Table 6.5 showcases the observations and hypothesis about the rate of items processed

on time for the PI x Fixed Action - 3 scenario. Complementary to that, Table 6.6 presents

what was observed from the data regarding the SLA violation rate for this same use case.

Table 6.5: Rate of items processed on time statistical observations for the PI x Fixed Action

- 3 scenario.

Observation from the data:
The average rate of items processed on time for the PI controller

is greater than that for the Fixed Action controller of size 3.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis:
The average rate of items processed on time in each group

is the same.

Alternative hypothesis:
The true difference in means between group Analytic PI

and group Fixed Action - 3 is not equal to 0.

Table 6.6: SLA violation rate statistical observations for the PI x Fixed Action - 3 scenario.

Observation from the data:
The average SLA violation rate for the PI controller is lesser than

that for the Fixed Action controller of size 3.

Null hypothesis: The average SLA violation rate in each group is the same.

A Student’s t-test was performed to analyze if the difference observed from data is sta-
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tistically significant for both cases. In general lines, considering a confidence interval of

95%, if the p-value is less than 0.05 then you can reject the null hypothesis and conclude that

the difference between means in the two categories is statistically significant. Note that this

same principle will be used for all the tests performed using the Student’s distribution.

Considering the hypothesis in Table 6.5, the results show a p-value of 2.168e− 05, with

a 95% confidence interval of [10.75499, 22.67834]. The sample estimate for the mean in

group Analytic PI is 94.22222, while the mean for the Fixed Action - 3 group is 77.50556.

Complementary to that, for the SLA violation rate, the same p-value is obtained, with a 95%

confidence interval of [−22.67834,−10.75499]. The sample estimate for the mean in group

Analytic PI is 5.777778, while the mean for the Fixed Action - 3 group is 22.494444.

From these results, we can then reject the null hypothesis for both cases, and say that the

differences in means between the two groups are in fact statistically significant.

Now considering the configuration of an actuation size of 1 for the Fixed Action con-

troller, Table 6.7 showcases the observations and hypothesis about the rate of items processed

on time for the PI x Fixed Action - 1 scenario. Complementary to that, Table 6.8 presents

what was observed from the data regarding the SLA violation rate for this same use case.

Table 6.7: Rate of items processed on time statistical observations for the PI x Fixed Action

- 1 scenario.

Observation from the data:
The average rate of items processed on time for the PI controller

is greater than that for the Fixed Action controller of size 1.

Null hypothesis:
The average rate of items processed on time in each group

is the same.

Table 6.8: SLA violation rate statistical observations for the PI x Fixed Action - 1 scenario.

Observation from the data:
The average SLA violation rate for the PI controller is lesser than

that for the Fixed Action controller of size 1.

Null hypothesis: The average SLA violation rate in each group is the same.

A Student’s t-test was then performed to analyze if the differences observed from data are

statistically significant for both of these cases. Considering the observations in Table 6.7, the
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results show a p-value of 0.6211, with a 95% confidence interval of [−5.671753, 3.745827].

The sample estimate for the mean in group Analytic PI is 94.22222, while the mean for the

Fixed Action - 1 group is 95.18519. Complementary to that, for the SLA violation rate, the

same p-value is obtained, with a 95% confidence interval of [−3.745827, 5.671753]. The

sample estimate for the mean in group Analytic PI is 5.777778, while the mean for the Fixed

Action - 1 group is 4.814815.

Considering these results, we can not reject the null hypothesis that the average rate of

items processed on time and the average SLA violation rate in each group are the same. We

conclude that because the p-value is high considering the expected standards of < 0.05, and

the confidence interval includes a 0 difference, which means that there is still a possibility

that the average means in the two observed groups are actually the same.

C. Discussion

Figure 6.2 shows the results of the Analytic PI x Fixed Action - 3 configuration. We can

see that the tracking of the reference value in Figure 6.2a is apparently less favorable for

the configuration that uses the Fixed Action controller with a step size of 3. However, the

results of the analysis of the tracked error for this use case in B.1.2 are not statistically

significant. This might be because the error values collected are so close together that the

difference in means is very short and the amount of data was not big enough to provide

statistically significant results. Another option is that the use of the mean is misleading when

incorporating the values that standout. On the other hand, using the median to summarize

the data from different replications would also not solve the possible issue since we are not

interested in the value lying at the midpoint of this distribution, but on the values that are

somewhat different than the expected and that might not be represented by the median value.

We can then look at the replica allocation to explain this difficulty in following the ref-

erence value showcased in Figure 6.2a. The large variation in the number of replicas being

added and removed from the cluster, as expected by the size of the chosen step, is clearly

demonstrated in Figure 6.2b. The statistical analysis in B.1.1 confirms that the differences

for the replica allocation are in fact statistically significant, although not that significant from

a practical perspective, with means of 5.41 for the Analytic PI, while the mean for the Fixed

Action - 3 group is 5.68. However, in that case, we understand that low variation in the
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Figure 6.2: Analytic PI x Fixed Action - 3.
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Figure 6.3: PI Control x Fixed Action - 1.

allocation is also of importance here, since availability can be compromised in the case of

acquiring and removing replicas in such high frequency, as we see in Figure 6.2b for the

Fixed Action - 3 approach. Besides that, the price of these operations can also escalate

quickly 1.

Figure 6.3 shows the results of the Analytic PI x Fixed Action - 1 configuration. We can

see in Figure 6.3a that the tracking of the reference value is closer to what is expected, given

that the control action of size 1 is not as aggressive as the size 3. However, the above-desired

1For example, a sudden spike in the number of pods could trigger the scaling of node pools in managed

clusters in cloud providers, such as AWS and Azure. Then, even if this would be quickly scaled down, there

would still be cost and API availability impacts.
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Figure 6.4: Analytic PI x Fixed Action: SLA violation ratio.

variation in replica allocation is still visible in Figure 6.3b. One of the objectives that we seek

to achieve is a small variation in the allocation of replicas according to the considered load,

which for this experiment did not justify the results for the Fixed Action - 1 configuration.

Statistical analysis confirm that the differences in means between the Analytic PI x Fixed

Action - 1 replica allocation are statistically significant, although not from a practical per-

spective, being observed from the data an average of 5.41 replicas for the Analytic PI ap-

proach, and 6.09 for the Fixed Action - 1. In this case, the moderately high variance in Ta-

ble A.1 for the Fixed Action - 1 configuration also contributes to the conclusion that replica

allocation is varying more than what is usually desired from an availability point of view, as

for the Fixed Action - 3 scenario as well.

Finally, analyzing the response time, we take a look at the SLA violation ratio, that is

derived from the response time values that are higher than 1.5 seconds. Figure 6.4 showcases

the distribution of the violation ratio for the treatments considered here.

From Figure 6.4a we can see that the Fixed Action - 3 configuration is the one that has the

highest average SLA violation ratio, while the Fixed Step - 1, is the lowest very close together

with the Analytic PI one. Complementary to that, Figure 6.4b showcases the distribution of

this data. The statistical analysis in 6.4.2 confirms that the differences between the Fixed

Step - 3 and Analytic PI SLA violation ratios are in fact statistically significant. However,
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Table 6.9: Configuration for the Analytic-Manual PI set of experiments.

Control strategy Control tuning Control configuration Input rate Tracked error

Proportional-Integral
Analytic

Proportional: 0.9817

Integral: 0.0871 3 items/s Runtime

Manual
Proportional: 1.0

Integral: 1.0

for the Fixed Step - 1 treatment, we can not determine the same, possibly because the means

are too similar and/or the data is not sufficient to validate that.

Considering all the discussion about system response time, throughput and replica allo-

cation, we can say that the user will likely be paying more than necessary when using the

Fixed Action - 3 approach, exceeding possible cost limits, for example. For the Fixed Action

- 1 approach, replica allocation varies above the desired for the given input rate, although

we can not confirm nor deny that the consequent violation ratio reflects that on the final

performance of this controller. Also, in terms of total cost, when adding up the cost for the

replicas and the violation fees that might occur, this analysis could be further extended to

better indicate which approach performs better in that sense.

Thus, considering the comparative scenario described here, we conclude that the ap-

proach that uses the proposed Analytic PI controller showcases better results overall, as

described by the analysis above, than the Fixed Action controller that acts on the system in

fixed steps.

6.4.3 Scenario III: Analytic PI x Manual PI

The goal of this experiment is evaluate if there is any difference when using a PI control

manually tuned over control gains obtained from an analytic model. Here, we named the

first approach Manual PI, and the latter Analytic PI. Such evaluation takes into considera-

tion the system throughput, resource utilization and response time. Table 6.9 showcases the

combination of factors used for the experiments proposed for this scenario.

According to that, for both executions we used the proposed Proportional-Integral perfor-

mance controller, using two tuning configurations, one generated based on the FOPDT model
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of the system and the other manually defined. Thus, for the Analytic PI, we consider the val-

ues for the proportional and integral gains to be ki(perf) = 0.0871 and kp(perf) = 0.9817.

Then, for the Manual PI, considering the system dynamics to perform a disaggregation task,

we choose the default values of ki(perf) = 1.0 and kp(perf) = 1.0.

This experiment is expected to show how a precise tuning of a PI controller can benefit

system performance, as well as decrease the number of iterations needed to achieve good

manual tuning, especially for less experienced users. In the next sections, we firstly present

a descriptive analysis of the collected data and then an statistical analysis to support the

discussion of the results.

A. Descriptive analysis

A descriptive analysis of the data for this scenario can be found on Appendix A, Section A.2.

B. Statistical analysis

In this section, we highlight the statistical analysis for the replica allocation variable. The

complementary statistical analysis of the data for this scenario, including the tracked error

and system response time, can be found on Appendix B, Section B.2.

Table B.1 showcases the observations and hypothesis about the allocation of replicas for

the Analytic PI x Manual PI scenario.

Table 6.10: Replica allocation statistical observations for the Analytic PI x Manual PI sce-

nario.

Observation from the data:
The average replica allocation for the Analytic PI

tuning is lesser than that for the Manual PI.

Null hypothesis: The average replica allocation in each group is the same.

A Student’s t-test was performed to analyze if the difference observed from data is sta-

tistically significant. The results show a p-value < 2.2e − 16, with a 95% confidence in-

terval of [−1.829002,−1.644918]. The sample estimate for the mean in group Analytic PI

is 5.520328, while the mean for the Manual PI group is 7.257288, which is higher. Con-

sidering this, we can then reject the null hypothesis and say that the differences in means
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Figure 6.5: Analytic PI x Manual PI.

between the two groups are statistically significant. As for practical significance, we can say

that the effect of this difference, especially when extrapolated for a higher workload, and

consequentially a higher replica allocation, can be of importance when calculating the cost

of the resources for the Manual PI approach, which has the higher mean.

C. Discussion

Figure 6.5 shows the results of the Analytic PI x Manual PI tuning configuration. As we

can see in Figure 6.5a, the Manual PI approach, represented by the purple line, apparently

had more difficulty when tracking the system reference value. This can happen because,

due to the high variation in the observed replica allocation, more items are accumulating at

the end of the queue, and when there is a sudden change and more replicas are instantiated,

consequently more items are able to leave the queue and be processed. However, we do not

want items to accumulate that much in the queue, possibly causing SLA issues if an item

takes too long to finish. Even so, the results of the analysis of the tracked error for this use

case in B.2.1 are not statistically significant. This can be possibly explained by the nature of

the variable, as presented in Section B.1.2.

Moreover, this situation is reflected in Figure 6.5b, where we see that the number of

allocated replicas varied more for the Manual PI than for the Analytic PI approach, causing

some unwanted level of destabilization in the system. Statistical analysis confirm that the

differences in means between the Analytic PI x Manual PI replica allocation are statistically
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Figure 6.6: Analytic PI x Manual PI: SLA violation ratio.

significant, being observed from the data an average of 5.52 for the Analytic PI approach,

and 7.25 for the Manual PI. In this case, the moderately high variance in Table A.2 for the

Manual - PI configuration also contributes to the conclusion that replica allocation is varying

more than what is usually desired, specially from an availability and cost perspective.

Finally, analyzing the response time, we take a look at the SLA violation ratio, that is

derived from the response time values that are higher than 1.5 seconds. Figure 6.6 showcases

the distribution of the violation ratio for the treatments considered here.

From Figure 6.6a we can see that the Manual PI configuration has an average SLA vio-

lation ratio higher than the Analytic PI one. Complementary to that, Figure 6.6b showcases

the distribution of this data. Although the boxes overlap, the median line of the Manual PI

approach lies outside of the Analytic PI box. This means that there is likely to be a statis-

tically significant difference between these two values. This is confirmed by the statistical

analysis in B.2.2.

Considering all the discussion about the response variables in this scenario, we can say

that the user will likely be paying more than necessary when using the Manual PI approach,

exceeding possible cost limits. Thus, we conclude that the approach that uses the proposed

Analytic PI controller performs better, as described by the analysis above, than the Manual

PI approach.
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Table 6.11: Configuration for the Runtime-Estimated PI set of experiments.

Control strategy Control tuning Control configuration Input rate Tracked error

Proportional-Integral Analytic
Proportional: 0.9817

Integral: 0.0871
2-4 items/s

Runtime

Estimated

Nevertheless, it is important to emphasize that, although a gradual manual tuning can

eventually achieve results as good as those obtained through analytic tuning, this task can be

exhausting, and require several iterations. Also, less experienced users, who are likely to try

more extreme values early on, may experience other problems caused by a faulty tuning. This

is a problem because the overshoot observed in Figure 6.5, and caused by a more aggressive

proportional gain, can completely destabilize the system. In this case, by overshoot we mean

the spikes in replica allocation and the system throughput.

6.4.4 Scenario IV: PI - Runtime x PI - Estimated

The goal of this experiment is to evaluate if there is any difference when calculating the

tracked error using the throughput measured at runtime, or as an estimate based on the num-

ber of replicas in use and the time it takes to process a given item. As previously described,

the use of an estimated throughput tries to mitigate over-provisioning conditions that might

happen otherwise. Here, we named one approach PI - Runtime and the other PI - Estimated.

Their evaluation considers the system throughput, resource utilization and response time.

Table 6.11 highlights the combination of factors used for the experiments proposed for this

scenario.

To that end, we used the Proportional-Integral performance controller, using the tuning

configuration provided by the FOPDT model of the system described in Chapter 5. We run

a workload ranging from 2 to 4 items per second, this rate being the reference value that

the system should track. As for the tracked error, two approaches are considered, one that

uses the effective number of completed items in a given time interval, named Runtime in

Table 6.11, and another that uses an estimate of completed items, called Estimated.

In the next sections, we firstly present a descriptive analusis of the collected data and

then an statistical analysis to support the discussion of the results.
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A. Descriptive analysis

A descriptive analysis of the data for this scenario can be found on Appendix A, Section A.3.

B. Statistical analysis

In this section, we highlight the statistical analysis for the tracked error variable. The com-

plementary statistical analysis of the data for this scenario, including the replica allocation

and system response time, can be found on Appendix B, Section B.3.

Table 6.12 showcases the observations and hypothesis about the tracking of the reference

value for the PI - Runtime x PI - Estimated scenario. Remember that, for this system, the

reference value is determined by the input rate of new work items, which for the treatments

defined in Table 6.11 varies from 2 to 4 items per second. Thus, in order to quantify how

well the system is following the reference value, we take into consideration the tracked error

based on this input rate, which is equal to 0 when the system processes the same amount of

incoming items, i.e. follows the reference value, and different than 0 otherwise.

Table 6.12: Tracked error statistical observations for the PI - Runtime x PI - Estimated

scenario.

Observation from the data:
The average tracked error for the PI - Runtime approach is

lesser than that for the PI - Estimated.

Null hypothesis: The average tracked error in each group is the same.

A Student’s t-test was performed to analyze if the difference observed from data is statis-

tically significant for this case. The results show a p-value of 0.5112, with a 95% confidence

interval of [−0.03014138, 0.06050473]. The sample estimate for the mean in group PI -

Estimated is 0.016959064, while the mean for the PI - Runtime group is 0.001777389.

Considering these results, we can not reject the null hypothesis that the average tracked

error in each group is the same. We mostly conclude that because the p-value is high consid-

ering the expected standards of < 0.05, and the confidence interval implies that there is still

a possibility that the average means in the two observed groups are actually the same.
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Figure 6.7: PI - Estimated x PI - Runtime - Tracking of reference value.

C. Discussion

Figure 6.7 shows the results of the Runtime x Estimated configuration. As we can see, the

performance controller is able to track the reference values without any further difficulties,

both for the Runtime and the Estimated approaches, that calculate throughput at runtime and

as an estimate, respectively. However, we can see that for the Estimated configuration, small

disturbances are detected when the input rate changes from 2 to 4 items per second.

Additionally, Figure 6.8 depicts the behavior of the system in terms of resource usage

of the considered Kubernetes cluster and the calculated tracked error for this scenario. In

Figure 6.8a, we can see possible over-provisioning situations happening by looking at the

yellow line on this graph, which represents the system configuration using the Runtime ap-

proach. When the input rate drops to 2 tasks per second, this approach keeps the number of

replicas at 6, when the ideal value would be approximately 3, considering each item takes

1.5 seconds to finish. Therefore, we can define this as over-provisioning, since the system is

operating at more than necessary utilization to maintain its QoS goals.

Statistical analysis confirm that the differences in means between the Runtime x Esti-

mated approaches regarding the replica allocation are statistically significant, being observed

from the data an average of 5.41 for the Runtime, and 4.76 for the Estimated configuration.

In this case, replica allocation for the Estimated approach is, in average, lower than that of

the Runtime approach.

Next, Figure 6.8b shows the calculated tracked error for both configurations. We see that
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Figure 6.8: PI - Estimated x PI - Runtime.

the error for the Runtime approach, represented by the yellow line, does not register the need

for a reduction in the number of replicas when the input rate decreases, that is, the error does

not grow sufficiently to indicate a control action that would prevent over-provisioning of the

resources. This happens because, as the system seeks to guarantee that as many tasks are

executed as those arriving in a given time interval, there is a limitation on the number of

tasks completed at runtime. In this case, even if the input rate decreases, for the system, the

throughput remains in accordance with the tracked reference value, which, in theory, means

that no control action should be performed even if the computational power used is larger

than necessary.

In contrast, as shown by the blue lines in Figures 6.8a and 6.8b, the tracked error for the

estimated approach is able to detect the over-provisioning, allowing the controller to generate

actions to reduce the number of allocated replicas. This happens because knowing how long

on average a task takes to complete, it is possible to estimate the processing capacity of the

system given the number of replicas being used. In an over-provisioning situation, this means

that the estimated throughput will be greater than the tracked reference value, indicating the

need for a control action that decreases the number of Kubernetes replicas. Consequently,

such behavior prevents the resource utilization costs from growing unnecessarily, and is

therefore more suitable in these cases.

Finally, analyzing the response time, we take a look at the SLA violation ratio, that is

derived from the response time values that are higher than 1.5 seconds. Figure 6.9 showcases
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Figure 6.9: PI - Runtime x PI - Estimated: SLA violation ratio.

the distribution of the violation ratio for the treatments considered here.

From Figure 6.9a we can see that the PI - Estimated configuration has an average SLA

violation ratio higher than the PI - Runtime one. Complementary to that, Figure 6.9b show-

cases the distribution of this data. The statistical analysis in B.3.2 confirms that the differ-

ences between the PI - Estimated and the PI - Runtime SLA violation ratios are in fact sta-

tistically significant. However, since we identified that there is a possible over-provisioning

of resources for the PI - Runtime approach, this can explain why the violation ratio ends up

smaller than the one that tries to mitigate this condition.

A further analysis on the impact on the total cost of using substantially more replicas

but violating less SLA goals are needed to in fact determine which one performs better with

regards to this metric.



Chapter 7

A multiple-objective control approach

7.1 Context and motivation

There is a demand for solutions suitable for computing systems that aim to meet a variety of

requirements simultaneously, usually related to QoS objectives. Usually, developers resort

to implementing custom control algorithms to ensure that the constraints imposed by the

considered metrics are met. Such algorithms use user-defined heuristics and rules, and are

often organized into multiple loops, that is, an inner loop that optimizes one metric, an outer

loop that optimizes another metric, and so on.

However, this heuristic-based approach is generally not robust enough. First, defin-

ing the order in which each variable of interest is modified in a cycle, and the degree

of change required, are essential tasks, but not necessarily easy to configure in an al-

gorithm. Consequently, this approach requires the development of complex algorithms,

which can end up introducing bugs in the system. Furthermore, while an execution takes

place, there is a risk that situations not anticipated by the algorithm may occur, which can

cause considerable deviations from the reference values that are sought to be reached [135;

160].

Alternatively, the use of control theory has proven successful in these situations [151].

In this case, it is possible to systematically quantify how important each of the multiple ob-

jectives considered is, and what is the effect of acting on each of the metrics related to them.

However, most standard control techniques consider systems with only one input and one

output, leaving out cases in which one wants to control multiple outputs in a coordinated

91
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manner. Simplifying this process with the use of several individual controllers, each respon-

sible for a single output, can lead to situations where these controllers end up competing

against each other, especially in the case of conflicting metrics of interest.

Nevertheless, control theory has evolved to define types of controllers that can handle

multiple inputs and outputs. For example, MIMO controllers (Multiple-Input, Multiple-

Output) are capable of acting on multiple inputs controlling multiple outputs, while SIMO

controllers (Single-Input, Multiple-Output) act on a single input, with an effect observed on

multiple outputs. The literature also describes solutions that use MISO controllers (Multiple-

Input, Single-Output), capable of acting on more than one input, controlling a single output.

In this chapter we describe how to move forward with the application of control theory

techniques in micro-batch DSP systems by considering multiple objectives of interest. Ini-

tially, we present a controller with a different objective from the performance PI controller

already well defined in the context of this work, but which also works on top of a Kubernetes

cluster. Next, we describe what kind of control approach was used to support the regulation

of the set of relevant metrics established by the user. Finally, we perform an evaluation of

how these controllers act in a coordinated manner on the system, extending the same use

case of energy data disaggregation detailed in Section 2.4.

7.2 Definition of a controller for a cost variable

In the context of the systems of interest in this work, a latent concern is the cost associated

with running the related applications. Processing large data sets requires greater computa-

tional power, which tends to be more expensive. The intelligent control and provisioning of

these resources is, therefore, one of the most significant factors to avoid the natural negative

impact that unwanted high expenses can bring to the users. It is important to ensure that

sufficient resources are provisioned to meet the demand of running applications, but also

to be aware of situations where over-provisioning may occur, unnecessarily increasing the

execution cost.

Considering this demand, the cost controller proposed here was designed to keep the

running cost per minute of a micro-batch DSP system at a certain user-defined level. The

following sections describe the business model followed to determine the value of a Kuber-
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netes replica being used, as well as the definition of the controller itself in its variables of

interest and implementation details.

7.2.1 Business model

The on-demand instance business model is well known for its pay-per-use approach. Many

cloud providers offer this instance type, which is commonly used to host various types of

applications such as short-lived or irregular workloads. Considering this scaling model, the

cost controller proposed here implements an adapted version of it. Each Kubernetes replica

is charged per minute of usage, and its price varies according to the total usage of the cluster

resources. We also assume that each replica is the same size, that is, it has the same maxi-

mum amount of allocated resources. Thus, the total usage of the cluster is calculated as the

maximum number of replicas that can be instantiated in it.

Regarding the pricing chosen, there is a difference in value from certain usage limits,

here defined by 30% and 90% of the maximum number of replicas allocated. The values

are described in Table 7.1. To exemplify a feasible scenario, we consider that the maximum

number of replicas of a cluster is 12. Thus, the limits are reached on 4 replicas (30%) and 11

replicas (90%).

The prices in Table 7.1 are based on the Amazon AWS [5] instance billing model, which

charges a fixed price for one minute of usage. For reference, we have selected the price

for a c5.large instance (2 vCPUs and 4GB RAM), described by AWS as ideal for compute-

intensive applications, with a value equivalent to $0.13 per hour. Assuming that each of the

replicas allocates 1 vCPU and 2GB of memory, the base price of a replica is $0.13/2 =

$0.065 per hour, and $0.00108 per minute. From this, alternative replica price values were

defined, used when cluster utilization exceeded the limits defined in Table 7.1.

7.2.2 Gain scheduling control

In certain systems, it may happen that a control cycle needs to be operated under a variety of

conditions. Meeting different conditions may require that the behavior of the system vary at

different points in time. This can be achieved by setting different values for the gains of the

controller in question, and at runtime, selecting the most appropriate value according to the
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Table 7.1: Business model for the cost controller.

Price of one replica per minute∗

Number of replicas Cluster utilization Price per replica (kp(cost))

0-3 Base 0.00108

4-10 30% 0.001404

11-12 90% 0.002052

∗Each replica has 1 vCPU and 2GB of memory.

current system conditions. Such a process is known as gain scheduling.

There are several possible signs that indicate the set of values to be used as gains. Com-

monly, the system’s own input or output is used, but the signal can also be something com-

pletely external. Some possibilities include using the system input to select different execu-

tion modes when the workload is high or low, using the current time of day to prepare the

system for the famous "rush hour", or even using the magnitude of the tracked error to make

the controller actions more aggressive when the error grows exaggerated, for example, when

controlling a queue of tasks to be executed. For all these cases, instead of a single set of

gains, there are different sets triggered by certain conditions. It is important to note that, at

any given time, exactly one of these sets is active providing gains to the controller.

Considering this, the cost controller implementation makes use of a gain scheduling ap-

proach to provide a control based on different gains depending on the state of the system. In

this case, considering the business model described here, the definition of the gains is based

on the usage limits established for the cluster. This knowledge is incorporated in the tuning

of the proportional term of this controller, the gains being equal to the prices in Table 7.1,

varying as each usage limit is reached by the system. Thus, the proportional gain kp(cost)

is initially equal to 0.00108, then when the cluster reaches 30% of utilization, the gain is

equal to 0.001404, and at 90% it is equal to 0.002052. It is important to note that the gain

scheduling algorithm implemented here is a method already used for this type of solution [75;

175].

In this way, the corrective action for that controller can be defined as in (7.1):
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ucost = kp(cost) × ecost (7.1)

In the above equation, kp(cost) is the proportional gain according to the cluster utilization

values defined in Table 7.1, and ecost is the tracked error for the cost controller.

To calculate ecost, it is first necessary to calculate the processing cost at a given point

in time. In our deployment, a third-party application is responsible for monitoring cluster

usage, and then assigning a certain price to each replica based on that usage, according to

Table 7.1. This value is then sent to the plugin specific to that controller added to the As-

perathos Monitor module, which encapsulates the remaining cost calculation logic, defined

by (7.2):

cost = costreplica(t)× replicasup(t) (7.2)

The price of each replica at minute t is represented by costreplica(t), and replicasup(t)

represents the number of replicas being used in the same minute t.

Finally, the proposed controller was designed to keep the execution cost per minute of

a micro-batch DSP system at a certain user-defined level. Considering this, the rest of the

system variables involved are: (i) the system input, which is the number of Kubernetes

replicas managed by Asperathos; (ii) the system output, which is the current cost of the

replicas processing the application; and (iii) the reference value to be followed, which is

the user-defined cost per minute. Thus, the previously calculated cost in (7.2) is used to

calculate the tracked error, which, in turn, defines how far the system is from the reference.

Equation (7.3) describes this variable:

ecost = cost(t)− costref (7.3)

Where cost(t) represents the compute cost at minute t and costref is the user-defined

reference value that the controller seeks to maintain.

7.3 Definition of a multiple objective controller

After understanding how the cost controller was implemented, in order to simultaneously

regulate cost and QoS metrics in a micro-batch DSP system, we propose the use of a SIMO PI
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Figure 7.1: Architectural model of the proposed SIMO PI controller.

controller that acts on a single input and influences multiple outputs. Such controller makes

use of specific control theory approaches for the cases where there are multiple objectives of

interest, and, inserted in the context of orchestration of containerized applications, they help

to define actions related to the automated provisioning of these resources.

Considering the problem described, initially it is necessary to define two independent

controllers, one focused on tracking performance metrics, and the other focused on con-

trolling the cost metrics of the resources used. For experimentation purposes, the first is

represented by the performance controller described earlier, while the second is the cost

controller just presented. Then, the modeling associated with regular SIMO controllers is

applied on the considered system in order to combine the resulting actions of each one of

them in a single corrective action on the input [128; 31].

To better illustrate the solution, Figure 7.1 highlights the main components of this ap-

proach, which are the Cost Controller, the Performance Controller, and the System itself.

This architectural model aims to make the System able to track two reference values, the

cost rcost, and the performance rperf . These two values are used to calculate, respectively,

the tracked error for the cost metric ecost and the tracked error for the performance metric

eperf , which by definition are calculated as the difference between the considered references

and the observed outputs.

Furthermore, we can see that a single control action u is applied to the System, which

is composed of the combination of the corrective actions ucost, resulting from the Cost Con-

troller, and uperf , resulting from the Performance Controller, as defined by (7.4):

u = ucost + uperf (7.4)
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Where the control actions ucost and uperf are defined by the control strategies considered

for each of them, in this case, a PID approach, as we see next in (7.5):

ucost = kp(cost)e(cost) + kd(cost) ˙e(cost) + ki(cost)
∫
e(cost)dt

uperf = kp(perf)e(perf) + kd(perf) ˙e(perf) + ki(perf)
∫
e(perf)dt

(7.5)

It is important to notice that both the considered control actions, ucost and uperf , have their

own proportional, integral and derivative gains. As discussed earlier, after the tuning based

on the model generated for the system, our controllers use only proportional and integral

gains, characterizing a PI controller. Besides that, compensation operations are introduced to

smooth out possible side effects arising from the combination of the control actions, defined

here as ucost for the cost controller, and uperf for the performance controller. Next, a utility

function is defined aiming to prioritize the impact of such corrective actions, as described

in (7.6):

usimo = αuperf + (1− α)ucost (7.6)

Here, α represents the user’s preference for cost and performance. For example, α = 0.8

represents a high preference for performance and quality of service metrics, α = 0.5 does not

have a specific preference for any of the options, and α = 0.2 represents a high preference

for cost metrics.

Finally, considering the same energy data disaggregation use case described in Sec-

tion 2.4, the logic defined in (7.6) has been encapsulated in a new SIMO controller which

was implemented as a plugin in Asperathos. Internally, what actually happens is that, in this

case, the Asperathos controller is based on both controllers defined here as Cost Controller

and Performance Controller, and acts on the system according to the preferences defined by

the user.

7.4 Evaluation

In this section we present the experiments performed to evaluate how a DSP system behaves

when using different types of control strategies to handle scenarios where multiple-objectives



7.4 Evaluation 98

are defined. Considering this, a SIMO controller is evaluated with a series of configurations

that seek to show how different cost and QoS priorities can influence the behavior of the

system. We also evaluated alternative approaches such as the use of independent controllers

acting on the same system. Finally, details regarding the financial impacts of these control

techniques are represented in terms of SLA violation. In the use cases explored here, the

effectiveness of the controllers is evaluated in terms of user-defined QoS metrics, such as

replica allocation, system response time and throughput.

7.4.1 Experimental design

In this chapter, two control approaches were presented that can be combined to form differ-

ent compositions. Each of these approaches is associated with a set of factors, which are

independent variables of the configuration of the component in question. Considering this,

this section defines the experimental design proposed for this set of experiments and the

consequent results obtained by applying it to the evaluation of the solutions presented here.

Considering the number of factors described later is this chapter, and the goals for the

proposed experiments, we opted for a simple design. For our case, measurements of a real

system were used to evaluate the control approaches. Besides that, to analyze the significance

of the experiment results, a t-test analysis was performed. More details on the concepts for

the experimental design used here can be found on Section 6.4.1.

Now for the experiments described in this section, as a continuation of the comparative

scenarios previously described and evaluated in this work, one main scenario is proposed:

V. SIMO PI x Independent controllers. For this use case, the SIMO PI controller con-

siders the use of the PI performance controller defined in Chapter 6, combined with the Cost

controller defined in this chapter. This happens by implementing a Single-Input Multiple-

Output (SIMO) control approach that encapsulates the logic of combining control actions

and applying a single one over a given system. In our case, we also define different levels

of preference for each controller in the combination of actions. On the other hand, the Inde-

pendent approach considers the performance and cost controllers, but they act independently

over the same system, with the performance one being the most frequent.

Considering this scenario, we define the response variables as: (i) the system throughput;
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Table 7.2: Factors for the experiments with SIMO and independent controllers.

Factor Description Levels

Control Strategy Type of controller used SIMO Independent

Control tuning Approach to configure control gains Analytic Gain scheduling

Control

configuration

Specified control gains

and configuration

P: 0.9817;

I: 0.0871
Price per replica

Controller preference
Preference for each controller when

acting over the system
0.2 0.5 0.8

(ii) resource utilization; (iii) response time and (iv) the cost of an execution. For (i), the

throughput is the rate of processed items per second. The second metric, (ii), refers to the

number of replicas instantiated in a Kubernetes cluster to process such work items. Besides

that (iii) is the time it takes for an item to be processed once it enters the system. And (iv)

refers to the cost of an execution considering how much a Kubernetes replica would cost on

an Amazon AWS infrastructure.

Next, we need to define the factors that may affect such variables. Table 7.2 showcase

the factors that varied between different treatments. Some considerations about the control

configuration and the controller preference are as follows:

Control configuration. This refers to the configuration gains of each controller. For the

PI performance controller, the same gains defined in Section 6.3.2 and shown on Table 7.2

are used. For the Cost controller, the gains are defined by the price per replica defined on

Table 7.1.

Controller preference. Our evaluation consider user preferences regarding control ac-

tions, which are defined as α = 0.2 when there is a preference for cost metrics, α = 0.5

for no preference in particular, and α = 0.8 favoring performance metrics.

Other factors remained the same throughout the experiments, such as:

• Maximum of concurrent replicas: 12. This limitation is due to the size of the Ku-

bernetes cluster used to perform the experiments, and the resources required by each

execution of the application begin processed.
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• Estimated system response time: 1.5 seconds. All work items sent to the system are of

the same type, and considered to take the same time to process. This means our scope

is limited to an homogeneous workload.

• Workload size: 3600 items.

• Stream duration: 20 minutes.

• Data collection: Intervals of 2 seconds.

• Input rate: Ranging from 2 to 9 tasks per second.

• Reference value: For the Performance PI controller, the reference value is the consid-

ered input rate of new items; for the Cost controller, it is a given desired cost defined

by the user.

Instances of each proposed scenario were created and evaluated. Table 7.3 showcases

each treatment and its given configuration values. The table was reduced with focus on the

controller preferences for each control strategy. Also, each treatment was replicated 15 times

over the course of the experiments.

For the experiments with the SIMO control approach and combined actions, we assume

that the application in question is runtime sensitive and respects cost constraints. We also

assume that the execution environment starts with the optimal number of replicas to satisfy

both performance and cost constraints, and that replicas processing tasks always use the

same amount of resources. To show how controllers react to various changes in workload,

different input rate levels are modeled at runtime. Considering this, the peak in the input rate

must be large enough to force scaling in, i.e. more replicas to be added, but not so large that

it exceeds the cluster limits in such a way as to cause actuator saturation. Furthermore, we

want to test executions using all price limits defined in Table 7.1.

Finally, the execution environment to perform the experiments consisted of a Kubernetes

cluster managed by the Asperathos framework. The workload used is a sample of real energy

disaggregation data, provided by the LiteMe solution (a snippet of these items can be found

in Section 2.4). Custom control and monitoring plugins were implemented to encapsulate

the proposed controllers and monitors, allowing the execution of DSP applications, with a
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Table 7.3: Treatments for the experiments with SIMO and Independent controllers.

Control Strategy Controller preference

SIMO

0.2

0.5

0.8

Independent No preference

focus on performance metrics. Among the plugins used is KubeJobs for integration with

Kubernetes, StreamKubejobs for monitoring stream processing applications, in addition to

the PI, Cost and SIMO controllers for the proposed control strategies. All were implemented

in python and are available in the official Asperathos [6] repository. Also, the same appli-

cation used in the evaluation described in Section 6.4 is used here.

7.4.2 Scenario V: SIMO PI x Independent control

The objective of this set of experiments is to evaluate if there is any difference when using a

SIMO PI control over a more simplistic approach such as the Independent one. The first one

combines the individual actions of the cost and performance controllers into a general control

action, while the second one presents independent controllers acting in different moments,

with the performance one being the most frequent. Such evaluation takes into consideration

the system throughput, resource utilization, response time and total execution cost.

In the next sections, we firstly present a descriptive analysis of the collected data and

then an statistical analysis to support the discussion of the results.

A. Descriptive analysis

A descriptive analysis of the data for this scenario can be found on Appendix A, Section A.4.

B. Statistical analysis

In this section, we highlight the statistical analysis for the total execution cost variable. The

complementary statistical analysis of the data for this scenario, including the tracked error,

replica allocation and system response time, can be found on Appendix B, Section B.4.
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Considering this, the total execution cost is given by a calculation of the amount of time a

given replica was used, and how much it costs per minute. Replica prices follow the defined

on Table 7.1. Table 7.4 showcases the observations and hypothesis about the total execution

cost for the SIMO PI with α = 0.2 X Independent scenario.

Table 7.4: Total execution cost statistical observations for the SIMO PI (0.2) x Independent

scenario.

Observation from the data:
The average total execution cost for the SIMO PI controller with

α = 0.2 is lesser than that for the Independent configuration.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis:
The average total execution cost in each group

is the same.

Alternative hypothesis:
The true difference in means between group SIMO PI (0.2)

and group Independent is not equal to 0.

A Student’s t-test was performed to analyze if the difference observed from data is sta-

tistically significant for these cases. For the SIMO PI (0.2) configuration, the results show

a p-value of 6.79e − 07, with a 95% confidence interval of [−2.090660,−1.304838]. The

sample estimate for the mean in group SIMO PI (0.2) is 14.22201, while the mean for the

Independent group is 15.91976. Considering these results, we can then reject the null hypoth-

esis and say that the differences in means between the two groups are statistically significant.

Similarly to the previous analysis, Tables 7.5 and 7.6 showcase the observations and

hypothesis about the tracked error for the SIMO PI with α = 0.5 and α = 0.8.

Table 7.5: Total execution cost statistical observations for the SIMO PI (0.5) x Independent

scenario.

Observation from the data:
The average total execution cost for the SIMO PI controller with

α = 0.5 is lesser than that for the Independent configuration.

Null hypothesis: The average total execution cost in each group is the same.
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Table 7.6: Total execution cost statistical observations for the SIMO PI (0.8) x Independent

scenario.

Observation from the data:
The average total execution cost for the SIMO PI controller with

α = 0.8 is lesser than that for the Independent configuration.

Null hypothesis: The average total execution cost in each group is the same.

A Student’s t-test was performed to analyze if the difference observed from data is sta-

tistically significant for these cases. For the SIMO PI (0.5) configuration, the results show a

p-value of 0.00403, with a 95% confidence interval of [−1.0146574,−0.2594618]. The sam-

ple estimate for the mean in group SIMO PI (0.5) is 15.28270, while the mean for the Inde-

pendent group is 15.91976. Considering these results, we can then reject the null hypothesis

and say that the differences in means between the two groups are statistically significant.

For the SIMO PI (0.8) configuration, the results show a p-value of 0.06767, with a 95%

confidence interval of [−0.75022767, 0.03071007]. The sample estimate for the mean in

group SIMO PI (0.8) is 15.56000, while the mean for the Independent group is 15.91976.

Considering these results, we can not reject the null hypothesis that the average total execu-

tion cost in each group is the same.

Finally, in summary, Table 7.7 showcases the averages of the metrics observed for each

treatment of the SIMO PI x Independent configuration.

Table 7.7: Averages of the metrics analyzed for each control preference for the SIMO PI x

Independent scenario.

α = 0.2 α = 0.5 α = 0.8 Independent

Replica allocation 7.244643 7.436266 7.460573 7.397482

Tracked error (Performance) -0.04404762 -0.008976661 0.03957587 0.05590528

Tracked error (Cost) 0.003079901 0.003951514 0.004196507 0.004281179

Response time 40.33860 71.88246 82.92333 50.86568

SLA violation 59.66140 28.11754 17.07667 49.13432

Total execution cost 14.22201 15.28270 15.56000 15.91976

Complementary to that, Table 7.8 showcases the p-values resulting from the statistical
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tests performed on the data of each treatment for the SIMO PI x Independent configuration.

Table 7.8: P-values of each control preference for the SIMO PI x Independent scenario.

α = 0.2 α = 0.5 α = 0.8

Replica allocation 0.3613 0.8363 0.7454

Tracked error (Performance) 0.2885 0.3471 0.8002

Tracked error (Cost) 0.001019 0.4452 0.8484

Response time 7.303e-08 1.006e-12 1.39e-14

SLA violation 7.303e-08 1.006e-12 1.39e-14

Total execution cost 6.79e-07 0.00403 0.06767

C. Discussion

The initial results of the experiments regarding the tracking of the reference value can be

seen in Figure 7.2, and complemented by Figure 7.3 that showcases the tracked error, replica

allocation and queue size for this scenario.

Figure 7.2a shows that for α = 0.8, which favors performance constraints, the reference

value is apparently followed without major problems despite small disturbances when there

is a spike in the input rate. On the other hand, for α = 0.2, which favors cost constraints,

we can see that the system takes longer to be able to track the reference, especially when the

workload changes. It is possible that this happens because the cost controller is delaying the

scale up operations, as the utilization price of cluster resources increases in proportion to the

increase in the number of replicas, as well as the total processing cost.

If we look at α = 0.5, a certain balance is achieved. As for the case of independent

controllers, we observed a less satisfactory behavior. The system does not appear to be able to

track the reference value for almost half of the execution, causing an apparent destabilization

of the system. This possibly happens because the controllers end up competing against

each other, as the cost controller triggers actions to reduce the number of replicas, while the

performance controller seeks to increase available resources to maintain its QoS goals. In

general, such conditions are not desired because they can, for example, affect application

availability when considering computing systems.

For the performance controller, as previously stated in Section B.4.2, the statistical anal-
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(a) Performance controller. (b) Cost controller.

Figure 7.2: Tracking of reference value for the SIMO and independent controllers approach.
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Figure 7.3: Tracked error, number of replicas and queue size metrics for the SIMO and

independent controllers approach.

ysis for the tracking of the reference value uses the tracked error as a metric to evaluate the

former. However, when comparing each control preference to the Independent approach,

we can not reject the null hypothesis that there is no difference between the average error

for each case. This might be because the error values collected are so close together that

the difference in means is very short and the amount of data was not big enough to provide

statistically significant results. Another option is that averaging this particular variable gives

a general vision of the errors that occurred in a time range, whilst we are interested in the

differences between the reference value and the actual throughput in each point of the exe-

cution. Therefore, although we visually see differences in Figure 7.2, the error metric does

not reflect them well enough for an statistical analysis.

For the cost controller, as seen in Figure 7.2b, neither of the approaches manage to closely
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Figure 7.4: Execution time of tasks processed using the SIMO control approach and inde-

pendent controllers.

follow the reference value. For α = 0.2, when there is a preference for cost, is when the

controller is the most able to do that. This is also stated by the statistical analysis in B.4.2, in

which only this case presents a statistically significant difference between the tracked errors

for the SIMO PI (0.2) and Independent configuration.

We then tried to evaluate the performance of each approach from a different perspective.

Figure 7.4 shows the direct effect of different control approaches on the system response

time, which is in practice the execution time of a task. For independent controllers, this

scales quickly, and some tasks may remain on the system unfinished for more than 100

seconds. These results are related to the increase in queue size that normally happens when

there is a spike in the input rate, as we can see in Figure 7.3.

In case of performance preference, as seen for α = 0.8, it mainly takes from 1.5 to 2

seconds for a task to complete. For the SIMO approach, as expected, since time to complete

a task is a performance metric in nature, the system tends to behave better when there is a

greater preference for performance. In this case, the statistical analysis for the response time

metric also states that there is in fact a statistically significant difference between each control

preference for the SIMO PI and the Independent configuration, as seen in Tables 7.7 and 7.8.

From a financial point of view, Figure 7.5 presents the total cost of execution considering

the previously defined prices for cluster resources. From Figure 7.5a we can see that the

differences in average are actually small from each approach, but even so, we can see that
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Figure 7.5: Financial impact for the SIMO PI and Independent configuration.

the higher the preference for cost metrics, the less is spent processing a workload, which

is an expected result in this case. Figure 7.5b shows the distribution of this data, which

showcases the differences a little more given the spacing between the boxes, although data

does not seem to vary a lot among different approaches. Statistical analysis on Section B.4.3

confirms a statistically significant difference between the total execution cost for each control

preference and the Independent approach.

On the other hand, Figure 7.6 shows the impact of performance on SLA violations, a

very important metric when considering QoS goals. Here we assume that the SLA is based

on the time to complete a task, with 1.5 seconds being considered acceptable. This is the

average time it takes for a standard disaggregation operation to run, so it is a good value to

define the SLA goals. Thus, from Figures 7.6a and 7.6b we see that for α = 0.8, which rep-

resents a higher preference for performance, SLA violations happen around 15% of tasks and

increase with higher preferences for cost metrics. Statistical analysis on Section B.4.3 and

Tables 7.7 and 7.8 confirms a statistically significant difference between the SLA violation

ratio for each control preference and the Independent approach.

Considering this, we can say that a user needs to carefully choose their preferences re-

garding performance and cost metrics. There are clear gains and losses involved in this

choice, because if performance-related aspects are to be favored, cost metrics will be af-
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Figure 7.6: SLA impact for the SIMO PI and Independent configuration.

fected, and vice versa. As we can see, these metrics tend to be conflicting, meaning that

high levels of performance typically require high resource utilization, consequently increas-

ing the computational cost, which can end up going against user-defined cost preferences.

In computer systems, for example, high availability is desired in most cases, which points to

a tendency of these systems to favor performance metrics. However, if a workload can be

processed at a slower pace without causing major losses in terms of quality of service, cost

metrics can be favored by keeping resource utilization at lower levels.

Thus, deciding which preference values for cost and performance metrics are best suited

for a given application is an important part of the process of choosing the control and orches-

tration strategies you want to adopt.



Chapter 8

Conclusions

This work proposed the application of control theory to orchestrate applications in micro-

batch data stream processing systems. Given the nature of this type of system, work items

must be processed in real time, thus, traditional adaptation approaches aimed at provisioning

and scaling resources are evaluated in this work. In this context, it is clear that a fundamental

part of this process is the monitoring of applications, which may not be an easy task as it

depends on various characteristics such as the collect interval of the data of interest, or the

level of customization and processing that may still be involved in this step.

Considering this difficulty, the use of control theory techniques to model these systems

can help provide more accurate information about their behavior when executing the ap-

plications of interest, which in its turn, can be very helpful when adapting and scaling the

resources needed to process a given stream of data. Thus, this work used system identi-

fication methods to provide a modeling of a DSP system based on the FOPDT approach.

The system considered here used a neural network to classify and disaggregate energy data,

which in our case was an implementation of the NIALM algorithm.

The evaluation of the generated models showed that, despite all of them having managed

to reach the expected output for the given input, the transients of the executions did not

accurately reflect the behavior of the real system. For FOPDT systems, the expectation is

that the result is reached exponentially, which was not observed according to the amplitude

and waveform of the results. There were indications that this was due to the system used as

a use case responding almost immediately to changes in the input, and not exponentially, as

expected, making it difficult to obtain more accurate results.

109
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We also conclude that, from a generalization perspective, other classification algorithms

using neural networks, a popular approach to categorize data from such workloads, could

also be used as the application use case for this modeling. This is possible because such

algorithms follow a similar processing approach even considering different workloads. Note

that, the workload used here consisted of an homogeneous pool of tasks, which means that

each of them takes about the same time to process. In this case, for a workload with different

processing tasks, as long as such tasks are also homogeneous, the modeling could be equally

performed as described in Chapter 5. For instance, changing the number of the layers in the

network can change a little the duration of the task, but such task would still be only CPU

intensive, reading and returning the same amount of data.

Next, considering the generated models, we presented a compensatory approach widely

used in control theory, which makes use of filtering techniques to smooth out possible noise

present in a given execution. Thus, a low-pass filter was incorporated into the system through

modeling done in Matlab. We observed that, when removing the signals considered as dis-

turbances, the resulting curve resembled more closely the model generated both in terms of

waveform and amplitude. However, there are advantages and disadvantages in using filters,

because when smoothing the signal, information about the execution is inevitably lost, which

can generate a slower system response to unpredictable changes that may happen.

Then, a PI controller focusing on performance metrics was proposed, aiming to keep

the system’s throughput at the same level as its arrival rate, as expected for DSP systems.

This controller was tuned using the FOPDT model as a basis, considering that it was able to

represent the system up to a certain level and, therefore, it was used as a good starting point

for tuning the gains of the proposed controller. From this tuning, we initially evaluate the

controller comparing its performance against a classical control approach, which acts on the

system in fixed-step actions, regardless of the magnitude of the error. Then, the controller

was evaluated in relation to less grounded manual tuning approaches, considering the point

of view of less experienced users. And finally, we evaluate the effects on using two different

throughput calculation methods, one that computed the amount of processed items in real

time, and other that is an estimate based on some known information about the system.

The results of these experiments were evaluated using statistical tests to provide an ac-

ceptable level of significance for the experimentation. The considered treatments for each
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comparative scenario were presented and evaluated regarding some metrics such as the sys-

tem throughput, its ability to track a given reference value, the allocation of resources and the

amount of SLA violations. We could see that most of the results were statistically significant,

and that the controller tuned using the previously generated FOPDT model performed better

overall. Besides that, a descriptive analysis of these results is presented in Appendix A.

A comment on the significance of the results is that, even when such results are statis-

tically significant, but the means between two groups being compared are very similar and,

in that sense, not that significant from a practical perspective, we can still see its importance

from a different point of view. For instance, for the replica allocation variable in the experi-

ments that compared the PI and the Fixed Action approach, the means are too close between

both treatments and results are still statistically significant. In this case, we understand that

low variation in the allocation is also of importance here, since availability can be compro-

mised in the case of acquiring and removing replicas in such high frequency, as observed

from the results for this scenario. For example, a sudden spike in the number of pods could

trigger the scaling of node pools in managed clusters in cloud providers, such as AWS and

Azure. Then, even if this would be quickly scaled down, there would still be cost and API

availability impacts.

Furthermore, in order to extend the applicability of the methods evaluated here, a SIMO

controller was also proposed, which aims to generate control actions based on performance

and cost metrics. For this, two different controllers were implemented, one for each type of

metric of interest, with the SIMO controller being responsible for combining the output of

them both, and applying a single corrective action over the system. The solution uses a utility

function that allows users to prioritize the metrics considered according to their needs. This

controller was evaluated considering scenarios with different preferences for each metric

of interest, in addition to a scenario where both the performance and cost controller acted

independently on the system.

The results showed that using a combined control instead of an independent one presents

an overall better performance than having independent controllers acting at the same time,

however, deciding the preference values for the metrics of interest is an important part in

the process of choosing the control strategy to be adopted. For this set of experiments,

results were also evaluated using statistical tests to provide an acceptable level of signifi-
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cance. The metrics used for this evaluation included the system throughput, its ability to

track a given reference value (for both cost and performance-focused controllers), the allo-

cation of resources, the amount of SLA violations and the total execution cost for different

types of controller preferences. A descriptive analysis of these results is also presented in

Appendix A.

In terms of practical aspects of the solution, we used Asperathos to execute and orches-

trate containerized applications in Kubernetes clusters, whose plugin customization archi-

tecture allowed the integration of the controllers proposed here, as well as the monitoring

settings necessary for its functioning. For experimentation purposes, an application for pro-

cessing micro-batches of stream data was executed, consisting in tasks to disaggregate energy

data, part of the real use case proposed by LiteMe [3], that benefits from good results ob-

tained in this work. Note that this workload used for system modeling and experimentation

analysis is common for IoT sensor data. These facts contributes as an impact factor of this

solution, by using a real use case and usual tools like Kubernetes itself.

The results of this work were incorporated into the paper "Single-Input Multiple-Output

Control for Multi-Goal Orchestration" [144], published in the 2020 Utility and Cloud Com-

puting (UCC) conference. In addition, this study was part of the ATMOSPHERE project,

that aimed to architect and implement a platform for the orchestration of secure cloud ap-

plications. This was a Brazil-Europe partnership, with contributions from universities such

as the Universidade Federal de Campina Grande (UFCG), Technische Universität Dresden

(TUD), University of Brasília (UnB), among others. Currently, this work is inserted in the

context of the LiteCampus project, aimed at intelligent solutions for energy data processing,

in partnership with the Rede Nacional de Ensino e Pesquisa (RNP), the company Smartiks

Ltda., and the Agência Brasileira de Inovação Industrial (EMBRAPII).

Finally, considering the results observed so far, future work could focus on trying to

extend the solution for heterogeneous workloads, with tasks of different sizes, and a more

varied arrival rate. Our scope does not consider these cases, focusing only on behaved work-

loads with overall same sized tasks, having similar service times, and arriving at a somewhat

behaved rate. Since the arrival rate is used as the reference value of the control system, hav-

ing a workload with an arrival rate that varies a lot makes it difficult to adapt the system

without causing unwanted overshoot and system destabilization, as we saw on the exper-
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iments presented in this work. Furthermore, some techniques using machine learning to

help adapt the control gains at runtime could be used to make the solution more robust to

workload changes.
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Appendix A

Descriptive analysis of experimentation

data

A.1 Scenarios I and II: Proportional-Integral x Fixed Ac-

tion

As described by Table 6.4, two control strategies are defined for this scenario, one called

Fixed Action and the other Proportional-Integral. For the the Fixed Action approach, we

consider two control configuration values, 1 and 3, which are named in the graphs as Fixed

Step - 1 and Fixed Step - 3, respectively. The Proportional-Integral scenario is named Ana-

lytic PI - Runtime, since the throughput is calculated at runtime. The remainder levels of the

described factors do not change between treatments.

Considering this, in this section we present a summary and distribution of the collected

data with regards to the system throughput, represented by the tracked error in this analysis,

replica allocation and response time.

A.1.1 Tracked error

First, we present the data for the tracked error variable for the three treatments in question:

Analytic PI, Fixed Action - 1 and Fixed Action - 3. Initially we are interested in 4 random

replications of the experiment, for each treatment, to showcase how the data spreads before

summarizing it by a single number.

135



A.1 Scenarios I and II: Proportional-Integral x Fixed Action 136

Figure A.1 showcases the distribution of the tracked error for the Analytic PI control

strategy.
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Figure A.1: Analytic PI: Distribution of the tracked error data for 4 random replications.

Then, Figure A.2 showcases the distribution of the tracked error for the Fixed Action - 3

control strategy.
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Figure A.2: Fixed Action 3: Distribution of the tracked error data for 4 random replications.

Finally, Figure A.3 showcases the distribution of the tracked error for the Fixed Action -



A.1 Scenarios I and II: Proportional-Integral x Fixed Action 137

1 control strategy.
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Figure A.3: Fixed Action 1: Distribution of the tracked error data for 4 random replications.

We can see that for the three distributions just presented, the values remain mainly in the

bins around 0.0. An initial analysis indicates that the errors are mainly small, and therefore

the changes in the system due to the tracked error are also possibly small, but still happening

quite frequently, specially for the Fixed Action - 3 approach.

Considering this, next, we want to summarize the data from different replications by a

single number, for each piece of data collected, in our case, every 2 seconds. This single

number is usually called an average of the data. Three popular alternatives to summarize a

sample are to specify its mean, median, or mode. These measures are what statisticians call

indices of central tendencies.

We are mostly interested here in the mean and median of the observations, since our

variables are numerical and they are usually the ones chosen to summarize this type of data.

In general lines, the sample mean is obtained by taking the sum of all observations and

dividing this sum by the number of observations in the sample. The median is obtained by

sorting the observations in an increasing order and taking the observation that is in the middle

of the series.

When choosing between this two indexes some things must be taken into consideration.

We should define whether the total of all observations is of any interest. If yes, then the mean
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is a proper index of central tendency. If the total is of no interest, and the histogram that

describes the raw data is skewed, the median is more representative of a typical observation

than the mean.

It is important to notice that both indexes present some downsides. For instance, the

mean is affected more by outliers than the median. A single outlier can make a considerable

change in the mean, this being particularly true for small samples. Meanwhile, the median

is resistant to several outlying observations. A good aspect of the mean is that it gives equal

weight to each observation and in this sense makes full use of the sample. On the other hand,

the median ignore a lot of the information presented by the data.

Considering this, we decided to summarize the data using the mean index for the initial

analysis. Figure A.4 showcases a histogram of the mean values for the tracked error data for

the Analytic PI, Fixed Action 1 and Fixed Action 3 configuration.
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Figure A.4: Analytic PI X Fixed Action 1 x Fixed Action 3: Histogram distribution of the

averaged tracked error data for each treatment.

Another way to observe the distribution of the summarized data is shown in Figure A.5,

which presents a boxplot graph to highlight the interquartile range of this data. Quartiles

divide the data into four parts at 25, 50, and 75%. Thus, 25% of the observations are less

than or equal to the first quartile Q1, 50% of the observations are less than or equal to the

second quartile Q2, and 75% are less than or equal to the third quartile Q3. Notice that the
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second quartile Q2 is also the median.

For the tracked error variable in this scenario we visually see almost no difference be-

tween the boxes, which tends to mean that the data has a small variability. On the other hand,

a lot of points are placed outside of the boxes, which possibly represent a few outliers and/or

some extent of significant differences between the data values.
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Figure A.5: Analytic PI X Fixed Action 1 x Fixed Action 3: Boxplot distribution of the

averaged tracked error data for each treatment.

A.1.2 Replica allocation

For the replica allocation variable we followed the same premises defined for the tracked

error descriptive analysis for this scenario. First, we present the data of 4 random replications

of the experiment, for each treatment, to showcase how the data spreads before summarizing

it by a single number.

Figure A.6 showcases the distribution of the replica allocation for the Analytic PI control

strategy. We can see that the distribution for this scenario varies between replications, but

mainly stay in the 5 to 8 area.
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Figure A.6: Analytic PI: Distribution of the replica allocation data for 4 random replications.

Then, Figure A.7 showcases the distribution of the replica allocation for the Fixed Action

- 3 control strategy. For this variable, the distribution is much more sparse, varying from 0

to 12, which possibly indicates a high variability of the data.
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Figure A.7: Fixed Action 3: Distribution of the replica allocation data for 4 random replica-

tions.

Finally, Figure A.7 showcases the distribution of the replica allocation for the Fixed
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Action - 1 control strategy. In this case, data is still more sparse than the Analytic PI one, but

less than the observed for the Fixed Action - 3 configuration.
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Figure A.8: Fixed Action 1: Distribution of the replica allocation data for 4 random replica-

tions.

Considering this, next, we want to summarize the data from different replications by a

single number, for each piece of data collected, in our case, every 2 seconds. We decided

to summarize the data using the mean index for the initial analysis. Figure A.9 showcases a

histogram of the mean values for the replica allocation data for the Analytic PI, Fixed Action

1 and Fixed Action 3 configuration.

Comparatively, the Analytic PI approach remains varying less among the three scenarios.

For the Fixed Action options, they both present a somewhat sparse histogram, being the

Fixed Action - 1 more centered around the 6− 7 bin.

Another way to observe the distribution of the summarized data is shown in Figure A.10,

which presents a boxplot graph to highlight the interquartile range of this data. For the

replica allocation variable in this scenario we visually see the Analytic PI box is shorter than

the other two, confirming a less variant data. For the Fixed Action - 3 configuration, which

appears to be the larger box, we see more points are placed outside of the boxes, which

possibly represent a few outliers. We also notice that the median lines for the Fixed Action

- 1 and 3 cross each others boxes, which could mean it would be difficult to determine a
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statistically significant difference between them.
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Figure A.9: Analytic PI X Fixed Action 1 x Fixed Action 3: Histogram distribution of the

averaged replica allocation data for each treatment.
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Figure A.10: Analytic PI X Fixed Action 1 x Fixed Action 3: Boxplot distribution of the

averaged replica allocation data for each treatment.
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A.1.3 Response time

For the response time variable we monitor the time an item stays in the system until it is

finally processed. The descriptive analysis for this scenario considers the average of what

we call item duration for 4 random replications of the experiments for each treatment, to

showcase how the data spreads.

Figure A.11 showcases the distribution of the response time in average for the Analytic

PI, Fixed Action - 1 and Fixed Action - 3 control strategies.
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Figure A.11: Analytic PI X Fixed Action 1 x Fixed Action 3: Distribution of the system

response time data for 4 random replications..

We can see that the average time an item stays in the system is possibly less for the

Analytic PI scenario, and higher for the Fixed Step - 3 scenario. Further statistical analysis

of this data is presented on Section 6.4.2.

A.1.4 Data variability

For further knowledge of data variability, that also supports the observed from the visual

analysis on the sections above, Table A.1 presents the variability for the summarized data for

each scenario. The analysis considers the tracked error, replica allocation, and response time

which is the time an item stays in the system until it is fully processed.
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Table A.1: Data variability considering replica allocation, tracked error and system response

time for the PI x Fixed Action scenario.

Replica allocation Tracked error Response time

Variance S. deviation Variance S. deviation Variance S. deviation

Analytic PI 0.761 0.872 0.130 0.361 4.08 2.02

Fixed Step - 3 3.90 1.97 0.128 0.358 66.8 8.17

Fixed Step - 1 2.53 1.59 0.0709 0.266 25.7 5.07

A.2 Scenario III: Analytic PI x Manual PI

As described by Table 6.9, two tuning configuration methods are defined for this scenario,

one called Analytic PI and the other Manual PI. For both executions we used the proposed

Proportional-Integral performance controller, using two tuning configurations, one based on

the FOPDT model of the system and the other manually defined. Thus, for the Analytic

PI, we consider the values for the proportional and integral gains to be kip = 0.0871 and

kpp = 0.9817. Then, for the Manual PI, we chose the default values of kip = 1.0 and

kpp = 1.0. In the graphs, the two treatments are named Analytic PI - Constant and Manual

PI - Constant as a reference to its workload input rate which does not vary over time.

Considering this, in this section we present a summary and distribution of the collected

data with regards to the system throughput, represented by the tracked error in this analysis,

replica allocation and response time.

A.2.1 Tracked error

First, we present the data for the tracked error variable for the two treatments in question:

Analytic PI and Manual PI. Initially we are interested in 4 random replications of the ex-

periment, for each treatment, to showcase how the data spreads before summarizing it by a

single number.

Figure A.12 showcases the distribution of the tracked error for the Analytic PI tuning

configuration.
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Figure A.12: Analytic PI - Constant: Distribution of the tracked error data for 4 random

replications.

Then, Figure A.13 showcases the distribution of the tracked error for the Manual PI

tuning configuration.
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Figure A.13: Manual PI - Constant: Distribution of the tracked error data for 4 random

replications.

We can see that for the two distributions just presented, the values remain mainly in

the bins around 0.0. For the Analytic PI scenario, the distribution seems almost equally

centered at the three bins in the middle, while for the Manual PI one they differ in height,

and therefore, in frequency. An initial analysis indicates that, although the errors are mainly

small, changes in the system due to the tracked error are still happening quite frequently.
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Next, we want to summarize the data from different replications by a single number, for

each piece of data collected, in our case, every 2 seconds. This single number is usually

called an average of the data. We are mostly interested here in the mean and median of

the observations, since our variables are numerical and they are usually the ones chosen to

summarize this type of data.

Considering this, we decided to summarize the data using the mean index for the initial

analysis. Figure A.14 showcases a histogram of the mean values for the tracked error data

for the Analytic PI and Manual PI configuration.
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Figure A.14: Analytic PI - Constant X Manual PI - Constant: Histogram distribution of the

averaged tracked error data for each treatment.

Another way to observe the distribution of the summarized data is shown in Figure A.15,

which presents a boxplot graph to highlight the interquartile range of this data. Notice that

the second quartile Q2 in the plot is also the median value.

For the tracked error variable in this scenario we visually see almost no difference be-

tween the boxes, which tends to mean that the data has a small variability. On the other

hand, a lot of points are placed outside of the boxes, which possibly represent a few outliers

and/or some extent of significant differences between the data values. Although the box for

the Manual PI approach is larger than the one for the Analytic PI, which could indicate a

difference between the two scenarios, the median lines cross each other boxes, which, in its
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turn, could indicate it would be difficult to determine a statistically significant difference.
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Figure A.15: Analytic PI - Constant X Manual PI - Constant: Boxplot distribution of the

averaged tracked error data for each treatment.

A.2.2 Replica allocation

For the replica allocation variable we followed the same premises defined for the tracked

error descriptive analysis for this scenario. First, we present the data of 4 random replications

of the experiment, for each treatment, to showcase how the data spreads before summarizing

it by a single number.

Figure A.16 showcases the distribution of the replica allocation for the Analytic PI con-

figuration tuning. We can see that the distribution for this scenario varies between replica-

tions, with replication 3 and 4 centered around the bin of value 4 which is expected for an

input rate of 3 items per second.

Then, Figure A.17 showcases the distribution of the replica allocation for the Manual PI

configuration tuning. For this variable, the distribution is more centered on the bin of value

8, with some small variance on the other bins for replications 2 and 3.
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Figure A.16: Analytic PI - Constant: Distribution of the replica allocation data for 4 random

replications.

3 4

1 2

2 4 6 8 2 4 6 8

0

200

400

0

200

400

Replicas

N
um

be
r 

of
 o

cc
ur

re
nc

es

Figure A.17: Manual PI - Constant: Distribution of the replica allocation data for 4 random

replications.

Considering this, next, we want to summarize the data from different replications by a

single number, for each piece of data collected, in our case, every 2 seconds. We decided to

summarize the data using the mean index for the initial analysis. Figure A.18 showcases a

histogram of the mean values for the replica allocation data for the Analytic PI and Manual

PI configuration.

Comparatively, the Analytic PI approach remains varying less among the two scenarios,

centering its data around only two bins. For the Manual PI approach, it presents a somewhat
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sparse histogram, a little skewed to the right.
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Figure A.18: Analytic PI - Constant X Manual PI - Constant: Histogram distribution of the

averaged replica allocation data for each treatment.
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Figure A.19: Analytic PI - Constant X Manual PI - Constant: Boxplot distribution of the

averaged replica allocation data for each treatment.
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Another way to observe the distribution of the summarized data is shown in Figure A.19,

which presents a boxplot graph to highlight the interquartile range of this data. For the

replica allocation variable in this scenario we visually see the Analytic PI box is shorter than

the Manual PI, possibly confirming a less variant data. We also notice that neither the boxes

nor the median lines for the Manual PI and Analytic PI configuration cross each others boxes,

which indicates there is a possible statistically significant difference between them.

A.2.3 Response time

For the response time variable we monitor the time an item stays in the system until it is

finally processed. The descriptive analysis for this scenario considers the average of what

we call item duration for 4 random replications of the experiments for each treatment, to

showcase how the data spreads.

Figure A.20 showcases the distribution of the response time in average for the Analytic

PI and Manual PI tuning configuration options.

Analytic PI − Constant Manual PI − Constant

1 2 3 4 1 2 3 4

0.0

0.5

1.0

1.5

2.0

Replications

Ite
m

 d
ur

at
io

n 
(s

)

Figure A.20: Analytic PI - Constant X Manual PI - Constant: Distribution of the system

response time data for 4 random replications..

We can see that the average time an item stays in the system is possibly less for the

Analytic PI scenario, and higher for the Manual PI scenario. Further statistical analysis of
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this data is presented on Section B.2.2.

A.2.4 Data variability

For further knowledge of data variability, that also supports the observed from the visual

analysis on the sections above, Table A.2 presents the variability for the summarized data for

each scenario. The analysis considers the tracked error, replica allocation, and response time

which is the time an item stays in the system until it is fully processed.

Table A.2: Data variability considering replica allocation, tracked error and system response

time for the Analytic PI x Manual PI scenario.

Replica allocation Tracked error Response time

Variance S. deviation Variance S. deviation Variance S. deviation

Analytic PI 0.267 0.517 0.218 0.467 5.87 2.42

Manual PI 0.965 0.982 0.354 0.595 19.4 4.41

A.3 Scenario IV: PI - Runtime x PI - Estimated

As described by Table 6.11, two throughput and, as a consequence, tracked error calculation

methods are defined for this scenario, one called PI - Runtime and the other PI - Estimated.

For both executions we used the proposed Proportional-Integral performance controller, us-

ing two different methods to calculate the throughput, one measured at runtime, and the other

as an estimate based on the number of replicas in use and the time it takes to process a given

item. In the graphs, the two treatments are named Analytic PI - Runtime and Analytic PI -

Estimated.

Considering this, in this section we present a summary and distribution of the collected

data with regards to the system throughput, represented by the tracked error in this analy-

sis, replica allocation and response time. Note that, for this scenario, we only present the

individual data regarding the PI - Estimated configuration. This is because the PI - Runtime

configuration is the same sample data as described in A.1 for all the variables of interest.
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A.3.1 Tracked error

First, we present the data for the tracked error variable for the PI - Estimated configuration.

Initially we are interested in 4 random replications of the experiment to showcase how the

data spreads before summarizing it by a single number.

Figure A.21 showcases the distribution of the tracked error for the PI - Estimated config-

uration.
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Figure A.21: Analytic PI - Estimated: Distribution of the tracked error data for 4 random

replications.

We can see that for the distribution just presented, the values remain mainly in the bins

around 0.0. An initial analysis indicates that, although the errors are mainly small, changes

in the system due to the tracked error are still happening quite frequently.

Next, we want to summarize the data from different replications by a single number, for

each piece of data collected, in our case, every 2 seconds. This single number is usually

called an average of the data. We are mostly interested here in the mean and median of the

observations.

Considering this, we decided to summarize the data using the mean index for the initial

analysis. Figure A.22 showcases a histogram of the mean values for the tracked error data
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for the PI - Runtime and PI - Estimated configuration.
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Figure A.22: Analytic PI - Runtime X Analytic PI - Estimated: Histogram distribution of the

averaged tracked error data for each treatment.

Another way to observe the distribution of the summarized data is shown in Figure A.23.
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Figure A.23: Analytic PI - Runtime X Analytic PI - Estimated: Boxplot distribution of the

averaged tracked error data for each treatment.
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For the tracked error variable in this scenario we see that the PI - Estimated box is larger

than the PI - Runtime one, which could indicate the first one varies more over time. Besides

that, a lot of points are placed outside of the boxes, which possibly represent a few outliers

and/or some extent of significant differences between the data values. Although the box for

the PI - Estimated approach is larger than the one for the PI - Runtime, which could indicate

a difference between the two scenarios, the median lines cross each other boxes, which, in

its turn, could indicate it would be difficult to determine a statistically significant difference.

A.3.2 Replica allocation

For the replica allocation variable we followed the same premises defined for the tracked

error descriptive analysis for this scenario. First, we present the data of 4 random replica-

tions of the experiment to showcase how the data spreads before summarizing it by a single

number.

Figure A.24 showcases the distribution of the replica allocation for the PI - Estimated

configuration.
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Figure A.24: Analytic PI - Estimated: Distribution of the replica allocation data for 4 random

replications.



A.3 Scenario IV: PI - Runtime x PI - Estimated 155

We can see that the distribution for this scenario varies between replications, more con-

centrated in the bins around the 3 and 6 bins, which possibly reflects the workload arrival

rate of new items which varies between 2 and 4 items per second.

Considering this, next, we want to summarize the data from different replications by a

single number, for each piece of data collected, in our case, every 2 seconds. We decided to

summarize the data using the mean index for the initial analysis.

Figure A.25 showcases a histogram of the mean values for the replica allocation data

for the PI - Runtime and PI - Estimated configuration. Comparatively, the PI - Runtime

approach remains varying less among the two scenarios, centering its data around only two

bins, mainly the number 6. For the PI - Estimated approach, data is more sparse meaning

the replica allocation varied more. Since the use of this approach intended to mitigate or at

least decrease resource over-provisioning, this could be an indication that replica allocation

is better adapting to the varied workload in this scenario.
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Figure A.25: Analytic PI - Runtime X Analytic PI - Estimated: Histogram distribution of the

averaged replica allocation data for each treatment.

Another way to observe the distribution of the summarized data is shown in Figure A.26,

which presents a boxplot graph to highlight the interquartile range of this data. For the

replica allocation variable in this scenario we visually see the PI - Runtime box is shorter

than the Manual PI, possibly confirming a less variant data. We also notice that the median
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line of the PI - Runtime configuration cross the PI - Estimated box, which could indicate a

possible difficulty in defining if the two are statistically significant different.
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Figure A.26: Analytic PI - Runtime X Analytic PI - Estimated: Boxplot distribution of the

averaged replica allocation data for each treatment.

A.3.3 Response time

For the response time variable we monitor the time an item stays in the system until it is

finally processed. The descriptive analysis for this scenario considers the average of what

we call item duration for 4 random replications of the experiments for each treatment, to

showcase how the data spreads.

Figure A.27 showcases the distribution of the response time in average for the PI - Run-

time and PI - Estimated configuration options. We can see that the average time an item stays

in the system is possibly less for the PI - Runtime scenario, and higher for the PI - Estimated

scenario.

Although we see that initial data indicates the PI - Estimated approach performs better

when allocating a rightful amount of replicas according to the workload, instantiating new

resources more frequently, especially when the workload arrival rate increases, could cause
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a little delay on the processing of new requests. This could explain why this configuration

apparently performs worse when it comes to response time. On the other hand, the PI -

Runtime configuration could be biased by a larger amount of replicas than the necessary,

which could also explain why it performs better in this case.
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Figure A.27: Analytic PI - Runtime X Analytic PI - Estimated: Distribution of the system

response time data for 4 random replications..

Further statistical analysis of this data is presented on Section B.3.2.

A.3.4 Data variability

For further knowledge of data variability, that also supports the observed from the visual

analysis on the sections above, Table A.3 presents the variability for the summarized data for

each scenario. The analysis considers the tracked error, replica allocation, and response time

which is the time an item stays in the system until it is fully processed.
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Table A.3: Data variability considering replica allocation, tracked error and system response

time for the PI - Runtime x PI - Estimated scenario.

Replica allocation Tracked error Response time

Variance S. deviation Variance S. deviation Variance S. deviation

PI - Runtime 0.761 0.872 0.130 0.361 4.08 2.02

PI - Estimated 2.85 1.69 0.175 0.418 7.84 2.80

A.4 Scenario V: SIMO x Independent control

This set of experiments collects data regarding two different controllers, one called SIMO PI

that combines the individual actions of the cost and performance controllers into a general

control action, and the other a more simplistic approach called Independent, that uses inde-

pendent controllers acting in different moments, with the performance one being the most

frequent. Such evaluation takes into consideration the system throughput, resource utiliza-

tion, response time and total execution cost. For the SIMO PI approach, different preferences

for each controller are evaluated, which are defined as α = 0.2 when there is a preference

for cost metrics, α = 0.5 for no preference in particular, and α = 0.8 favoring performance

metrics.

Considering this, in this section we present a summary and distribution of the collected

data with regards to the system throughput, represented by the tracked error in this analysis,

replica allocation, response time and execution cost.

A.4.1 Tracked error

First, we present the data for the tracked error variable for the performance controller that

acts within the both approaches considered here. We selected 1 random replication of the ex-

periment, for each control preference, to showcase how the data spreads before summarizing

it by a single number.

Figure A.28 showcases the distribution of the performance tracked error for the SIMO PI

and Independent tuning configuration.
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Figure A.28: SIMO PI x Independent: Distribution of the performance tracked error data for

1 random replication.

We can see that for the four distributions just presented, the values are pretty spread

around the bins, specially for the Alpha 0.2 configuration. For the Alpha 0.5 scenario, the

distribution seems almost equally distributed around the bins, while for the Alpha 0.8 prefer-

ence, the values are more concentrated around the 0.0 bin. An initial analysis indicates that,

although the errors are mainly small, changes in the system due to the performance tracked

error are still happening quite frequently.

Next, we want to summarize the data from different replications by a single number, for

each piece of data collected, in our case, every 2 seconds. This single number is usually

called an average of the data. We are mostly interested here in the mean and median of

the observations, since our variables are numerical and they are usually the ones chosen to

summarize this type of data.

Considering this, we decided to summarize the data using the mean index for the ini-

tial analysis. Figure A.29 showcases a histogram of the mean values for the performance

tracked error data for the proposed scenarios. Another way to observe the distribution of

the summarized data is shown in Figure A.30, which presents a boxplot graph to highlight

the interquartile range of this data. Notice that the second quartile Q2 in the plot is also the

median value.
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Figure A.29: SIMO PI x Independent: Histogram distribution of the averaged performance

tracked error data for each control preference.
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Figure A.30: SIMO PI x Independent: Boxplot distribution of the averaged performance

tracked error data for each control preference.

For the performance tracked error variable in this scenario we visually see some differ-
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ences between the boxes, which tends to mean that the data has a considerate variability. On

the other hand, a lot of points are placed outside of the Alpha 0.8 and Independent boxes,

which possibly represent a few outliers and/or some extent of significant differences be-

tween the data values. Although the box for the Alpha 0.2 approach is larger than the other

ones, which could indicate a difference between the scenarios, the median lines cross the

other boxes, which, in its turn, could indicate it would be difficult to determine a statistically

significant difference.

A.4.2 Replica allocation

For the replica allocation variable we followed the same premises defined for the tracked

error descriptive analysis for this scenario. First, we present the data of 1 random replication

of the experiment, for each control preference, to showcase how the data spreads before

summarizing it by a single number.

Figure A.31 showcases the distribution of the performance tracked error for the SIMO PI

and Independent tuning configuration.
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Figure A.31: SIMO PI x Independent: Distribution of the replica allocation data for 1 random

replication.

Next, we want to summarize the data from different replications by a single number, for
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each piece of data collected, in our case, every 2 seconds. We decided to summarize the data

using the mean index for the initial analysis.

Figure A.32 showcases a histogram of the mean values for the replica allocation data for

the proposed scenarios.
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Figure A.32: SIMO PI x Independent: Histogram distribution of the averaged replica allo-

cation data for each control preference.
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Figure A.33: SIMO PI x Independent: Boxplot distribution of the averaged replica allocation

data for each control preference.
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Another way to observe the distribution of the summarized data is shown in Figure A.33,

which presents a boxplot graph to highlight the interquartile range of this data. We can see

that the boxes are large for all the scenarios, which possibly indicates a high data variability.

From the intersection of the boxes, we also anticipate that it might be difficult to determine

a statistically significant differences between the scenarios.

A.4.3 Response time

For the response time variable we monitor the time an item stays in the system until it is

finally processed. The descriptive analysis for this scenario considers the average of what we

call item duration for 5 random replications of the experiments for each control preference,

to showcase how the data spreads.

Figure A.34 showcases the distribution of the response time in average for the SIMO PI

and Independent configuration.
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Figure A.34: SIMO PI x Independent: Distribution of average system response time data for

5 random replications.

We can see that the average time an item stays in the system is possibly less for the Alpha

0.8 scenario, and higher for the Alpha 0.2 and Independent scenarios. Further statistical
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analysis of this data is presented on Section B.4.3.

A.4.4 Data variability

For further knowledge of data variability, that also supports the observed from the visual

analysis on the sections above, Table A.2 presents the variability for the summarized data for

each scenario. The analysis considers the tracked error, replica allocation, and response time

which is the time an item stays in the system until it is fully processed.

Table A.4: Data variability considering replica allocation, tracked error, total cost and system

response time for the SIMO PI x Independent scenario.

Replicas Error (Perf.) Error (Cost) Total cost Resp. time

Var Sd Var Sd Var Sd Var Sd Var Sd

α = 0.2 4.89 2.21 3.70 1.92 0.0000207 0.00455 0.0478 0.219 40.2 6.34

α = 0.5 8.87 2.98 1.40 1.18 0.0000514 0.00717 0.00296 0.0544 20.7 4.55

α = 0.8 10.3 3.21 10.7 10.3 0.0000570 0.00755 0.0415 0.204 13.0 3.61

Indep. 10.7 3.27 1.25 1.12 0.0000557 0.00747 0.277 0.527 125 11.2



Appendix B

Statistical analysis of experimentation

data

B.1 Scenarios I and II: Proportional-Integral x Fixed Ac-

tion

Considering the same scenario presented in Appendix A, Section A.1, the statistical analysis

of the experimentation data showcases the following results.

B.1.1 Replica allocation

Table B.1 showcases the observations and hypothesis about the allocation of replicas for the

PI x Fixed Action - 3 scenario.

Table B.1: Replica allocation statistical observations for the PI x Fixed Action - 3 scenario.

Observation from the data:
The average replica allocation for the PI controller is

lesser than that for the Fixed Action controller of size 3.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis: The average replica allocation in each group is the same.

Alternative hypothesis:
The true difference in means between group Analytic PI

and group Fixed Action - 3 is not equal to 0.

165
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A Student’s t-test was performed to analyze if the difference observed from data is statis-

tically significant. In general lines, considering a confidence interval of 95%, if the p-value

is less than 0.05 then you can reject the null hypothesis and conclude that the difference

between means in the two categories is statistically significant. Note that this same principle

will be used for all the tests performed using the Student’s distribution.

The results show a p-value of 0.002128, with a 95% confidence interval of

[−0.43220276,−0.09581768]. The sample estimate for the mean in group Analytic PI is

5.41690, while the mean for the Fixed Action - 3 group is 5.68091, which is higher. Con-

sidering these results, we can then reject the null hypothesis and say that the differences in

means between the two groups are statistically significant.

Now considering the configuration of an actuation size of 1 for the Fixed Action con-

troller, Table B.2 showcases the observations and hypothesis about the allocation of replicas

for the PI x Fixed Action - 1 scenario.

Table B.2: Replica allocation statistical observations for the PI x Fixed Action - 1 scenario.

Observation from the data:
The average replica allocation for the PI controller is

lesser than that for the Fixed Action controller of size 1.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis: The average replica allocation in each group is the same.

Alternative hypothesis:
The true difference in means between group Analytic PI

and group Fixed Action - 1 is not equal to 0.

A Student’s t-test was performed to analyze if the difference observed from data is statis-

tically significant for this case as well as for the Fixed Step - 3 treatment. The results show

a p-value < 2.2e − 16, with a 95% confidence interval of [−0.8160899,−0.5303130]. The

sample estimate for the mean in group Analytic PI is 5.41690, while the mean for the Fixed

Action - 1 group is 6.090101, which is higher. Considering these results, we can then reject

the null hypothesis and say that the differences in means between the two groups are also

statistically significant.
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B.1.2 Tracking of the reference value

Table B.3 showcases the observations and hypothesis about the tracking of the reference

value for the PI x Fixed Action - 3 scenario. Note that, for this system, the reference value

is determined by the input rate of new work items, which vary between 2 and 4 items per

second. Thus, in order to quantify how well the system is following the reference value,

we take into consideration the tracked error, which is equal to 0 when the system processes

the same amount of incoming items, i.e. follows the reference value, and different than 0

otherwise.

Table B.3: Tracked error statistical observations for the PI x Fixed Action - 3 scenario.

Observation from the data:
The average tracked error for the PI controller is

greater than that for the Fixed Action controller of size 3.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis: The average tracked error in each group is the same.

Alternative hypothesis:
The true difference in means between group Analytic PI

and group Fixed Action - 3 is not equal to 0.

A Student’s t-test was performed to analyze if the difference observed from data is statis-

tically significant for this case. The results show a p-value of 0.9557, with a 95% confidence

interval of [−0.03930561, 0.04159426]. The sample estimate for the mean in group Analytic

PI is 0.0017773893, while the mean for the Fixed Action - 3 group is 0.0006330656.

Considering these results, we can not reject the null hypothesis that the average tracked

error in each group is the same. We mostly conclude that because the p-value is very high

considering the expected standards of < 0.05, and the confidence interval includes a 0 differ-

ence, which means that there is still a possibility that the average means in the two observed

groups are actually the same.

Now considering the configuration of an actuation size of 1 for the Fixed Action con-

troller, Table B.4 showcases the observations and hypothesis about the tracking of the refer-

ence value for the PI x Fixed Action - 1 scenario.

Moreover, a Student’s t-test was also performed to analyze if the difference observed

from data is statistically significant. The results show a p-value of 0.9743, with a 95% con-
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Table B.4: Tracked error statistical observations for the PI x Fixed Action - 1 scenario.

Observation from the data:
The average tracked error for the PI controller is

greater than that for the Fixed Action controller of size 1.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis: The average tracked error in each group is the same.

Alternative hypothesis:
The true difference in means between group Analytic PI

and group Fixed Action - 1 is not equal to 0.

fidence interval of [−0.03551775, 0.03670456]. The sample estimate for the mean in group

Analytic PI is 0.001777389, while the mean for the Fixed Action - 1 group is 0.001183984.

Considering these results, for the same reasons as described for the Fixed Action - 3 treat-

ment, we also can not reject the null hypothesis, which means the differences in means

between the two groups are not statistically significant considering this sample.

B.2 Scenario III: Analytic PI x Manual PI

Considering the same scenario presented in Appendix A, Section A.2, the statistical analysis

of the experimentation data showcases the following results.

B.2.1 Tracking of the reference value

Table B.5 showcases the observations and hypothesis about the tracking of the reference

value for the Analytic PI x Manual PI scenario. Remember that, for this system, the reference

value is determined by the input rate of new work items, which for this case is a constant of

3 items per second. Thus, in order to quantify how well the system is following the reference

value, we take into consideration the tracked error based on this input rate.

A Student’s t-test was performed to analyze if the difference observed from data is statis-

tically significant for this case. The results show a p-value of 0.9865, with a 95% confidence

interval of [−0.06312582, 0.06204362]. The sample estimate for the mean in group Analytic

PI is 0.0001757469, while the mean for the Manual PI group is 0.0007168459.

Considering these results, we can not reject the null hypothesis the average tracked error
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Table B.5: Tracked error statistical observations for the Analytic PI x Manual PI scenario.

Observation from the data:
The average tracked error for the Analytic PI

tuning is lesser than that for the Manual PI.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis: The average tracked error in each group is the same.

Alternative hypothesis:
The true difference in means between group Analytic PI

and group Manual PI is not equal to 0.

in each group is the same. We mostly conclude that because the p-value is very high consid-

ering the expected standards of < 0.05, and the confidence interval includes a 0 difference,

which means that there is still a possibility that the average means in the two observed groups

are actually the same.

B.2.2 System response time

Table B.6 showcases the observations and hypothesis about the rate of items processed on

time for the Analytic PI x Manual PI scenario. Complementary to that, Table B.7 presents

what was observed from the data regarding the SLA violation rate for this same use case.

Table B.6: Rate of items processed on time statistical observations for the Analytic PI x

Manual PI scenario.

Observation from the data:
The average rate of items processed on time for the Analytic PI

tuning is greater than that for the Manual PI.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis:
The average rate of items processed on time in each group

is the same.

Alternative hypothesis:
The true difference in means between group Analytic PI

and group Manual PI is not equal to 0.

A Student’s t-test was performed to analyze if the difference observed from data is statis-

tically significant for both cases. Considering the hypothesis in Table B.6, the results show
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Table B.7: SLA violation rate statistical observations for the Analytic PI x Manual PI sce-

nario.

Observation from the data:
The average SLA violation rate for the Analytic PI

tuning is lesser than that for the Manual PI.

Null hypothesis: The average SLA violation rate in each group is the same.

a p-value of 0.0106, with a 95% confidence interval of [1.030918, 6.680193]. The sample

estimate for the mean in group Analytic PI is 96.02778, while the mean for the Manual PI

group is 92.17222. Complementary to that, for the SLA violation rate, the same p-value is

obtained, with a 95% confidence interval of [−6.680193,−1.030918]. The sample estimate

for the mean in group Analytic PI is 3.972222, while the mean for the Manual PI group is

7.827778.

Considering these results, we can then reject the null hypothesis and say that the differ-

ences in means between the two groups are statistically significant.

B.3 Scenario IV: PI - Runtime x PI - Estimated

Considering the same scenario presented in Appendix A, Section A.3, the statistical analysis

of the experimentation data showcases the following results.

B.3.1 Replica allocation

Table B.8 showcases the observations and hypothesis about the allocation of replicas for the

PI - Runtime x PI - Estimated scenario.

A Student’s t-test was performed to analyze if the difference observed from data is statis-

tically significant. The results show a p-value of 6.83e− 16, with a 95% confidence interval

of [−0.8106836 − 0.4985545]. The sample estimate for the mean in group PI - Runtime is

5.416900, while the mean for the PI - Estimated group is 4.762281, which is in fact less.

Considering this, we can then reject the null hypothesis and say that the differences in means

between the two groups are statistically significant.
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Table B.8: Replica allocation statistical observations for the PI - Runtime x PI - Estimated

scenario.

Observation from the data:
The average replica allocation for the PI - Runtime approach is

greater than that for the PI - Estimated.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis: The average replica allocation in each group is the same.

Alternative hypothesis:
The true difference in means between group PI - Runtime

and group PI - Estimated is not equal to 0.

B.3.2 System response time

Table B.9 showcases the observations and hypothesis about the rate of items processed on

time for the PI - Runtime x PI - Estimated scenario. Complementary to that, Table B.10

presents what was observed from the data regarding the SLA violation rate for this same use

case.

Table B.9: Rate of items processed on time statistical observations for the PI - Runtime x PI

- Estimated scenario.

Observation from the data:
The average rate of items processed on time for the PI - Runtime

approach is greater than that for the PI - Estimated.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis:
The average rate of items processed on time in each group

is the same.

Alternative hypothesis:
The true difference in means between group PI - Runtime

and group PI - Estimated is not equal to 0.

A Student’s t-test was performed to analyze if the difference observed from data is statis-

tically significant for both cases. Considering the hypothesis in Table B.9, the results show a

p-value of 0.01393, with a 95% confidence interval of [−11.905847,−2.349708]. The sam-

ple estimate for the mean in group PI - Runtime is 94.22222, while the mean for the PI -

Estimated group is 87.09444. Complementary to that, for the SLA violation rate, the same
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Table B.10: SLA violation rate statistical observations for the PI - Runtime x PI - Estimated

scenario.

Observation from the data:
The average SLA violation rate for the PI - Runtime approach

is lesser than that for the PI - Estimated.

Null hypothesis: The average SLA violation rate in each group is the same.

p-value is obtained, with a 95% confidence interval of [2.349708, 11.905847]. The sample es-

timate for the mean in group PI - Runtime is 5.777778, while the mean for the PI - Estimated

group is 12.905556.

Considering these results, we can then reject the null hypothesis and say that the dif-

ferences in means between the two groups are statistically significant, for both of the cases

presented.

B.4 Scenario V: SIMO x Independent control

Considering the same scenario presented in Appendix A, Section A.4, the statistical analysis

of the experimentation data showcases the following results.

B.4.1 Replica allocation

Table B.11 showcases the observations and hypothesis about the allocation of replicas for

the SIMO PI with α = 0.2 X Independent scenario.

A Student’s t-test was performed to analyze if the difference observed from data is statis-

tically significant. In general lines, considering a confidence interval of 95%, if the p-value

is less than 0.05 then you can reject the null hypothesis and conclude that the difference

between means in the two categories is statistically significant. Note that this same principle

will be used for all the tests performed using the Student’s distribution in this section.

The results show a p-value of 0.3613, with a 95% confidence interval of

[−0.4812391, 0.1755608]. The sample estimate for the mean in group SIMO PI (0.2) is

7.244643, while the mean for the Independent group is 7.397482. Considering these results,

we can not reject the null hypothesis that the average replica allocation in each group is
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Table B.11: Replica allocation statistical observations for the SIMO PI (0.2) x Independent

scenario.

Observation from the data:
The average replica allocation for the SIMO PI controller with

α = 0.2 is lesser than that for the Independent configuration.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis: The average replica allocation in each group is the same.

Alternative hypothesis:
The true difference in means between group SIMO PI (0.2)

and group Independent is not equal to 0.

the same. We mostly conclude that because the p-value is above the expected standards of

< 0.05, and the confidence interval includes a 0 difference, which means that there is still a

possibility that the average means in the two observed groups are actually the same.

Note that we want to compare each controller preference configuration from the SIMO

control strategy against the Independent strategy. Thus, similarly to the previous analysis,

Tables B.12 and B.13 showcase the observations and hypothesis about the allocation of repli-

cas for the SIMO PI with α = 0.5 and α = 0.8.

Table B.12: Replica allocation statistical observations for the SIMO PI (0.5) x Independent

scenario.

Observation from the data:
The average replica allocation for the SIMO PI controller with

α = 0.5 is greater than that for the Independent configuration.

Null hypothesis: The average replica allocation in each group is the same.

Table B.13: Replica allocation statistical observations for the SIMO PI (0.8) x Independent

scenario.

Observation from the data:
The average replica allocation for the SIMO PI controller with

α = 0.8 is greater than that for the Independent configuration.

Null hypothesis: The average replica allocation in each group is the same.

A Student’s t-test was performed to analyze if the difference observed from data is sta-
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tistically significant for these cases. For the SIMO PI (0.5) configuration, the results show a

p-value of 0.8363, with a 95% confidence interval of [−0.3293160, 0.4068834]. The sample

estimate for the mean in group SIMO PI (0.5) is 7.436266, while the mean for the Indepen-

dent group is 7.397482. Considering these results, we can not reject the null hypothesis that

the average replica allocation in each group is the same.

Likewise, for the SIMO PI (0.8) configuration, the results show a p-value of 0.7454,

with a 95% confidence interval of [−0.3180956, 0.4442785]. The sample estimate for the

mean in group SIMO PI (0.8) is 7.460573, while the mean for the Independent group is

7.397482. Considering these results, we can not reject the null hypothesis that the average

replica allocation in each group is the same.

B.4.2 Tracking of the reference value

For this metric, the reference value changes according to the internal controller being used

for both the SIMO and the Independent approach. This is because for the performance

controller, the reference value is the input rate of new work items, and for the cost controller,

it is a user-defined desired cost. Thus, in order to quantify how well the system is following

the reference value, we take into consideration the tracked error, which is equal to 0 when

the system follows the reference value, and different than 0 otherwise.

Considering this, we will first evaluate the tracked error for the internal performance

controller. Table B.14 showcases the observations and hypothesis about the tracking of the

reference value for the SIMO PI with α = 0.2 X Independent scenario.

Table B.14: Performance controller: tracked error statistical observations for the SIMO PI

(0.2) x Independent scenario.

Observation from the data:
The average tracked error for the SIMO PI controller with

α = 0.2 is lesser than that for the Independent configuration.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis: The average tracked error in each group is the same.

Alternative hypothesis:
The true difference in means between group SIMO PI (0.2)

and group Independent is not equal to 0.
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A Student’s t-test was performed to analyze if the difference observed from data is sta-

tistically significant for these cases. The results show a p-value of 0.2885, with a 95% con-

fidence interval of [−0.2846588, 0.0847530]. The sample estimate for the mean in group

SIMO PI (0.2) is −0.04404762, while the mean for the Independent group is 0.05590528.

Considering these results, we can not reject the null hypothesis that the average tracked error

in each group is the same.

Similarly to the previous analysis, Tables B.15 and B.16 showcase the observations and

hypothesis about the tracked error for the SIMO PI with α = 0.5 and α = 0.8.

Table B.15: Performance controller: tracked error statistical observations for the SIMO PI

(0.5) x Independent scenario.

Observation from the data:
The average tracked error for the SIMO PI controller with

α = 0.5 is lesser than that for the Independent configuration.

Null hypothesis: The average tracked error in each group is the same.

Table B.16: Performance controller: tracked error statistical observations for the SIMO PI

(0.8) x Independent scenario.

Observation from the data:
The average tracked error for the SIMO PI controller with

α = 0.8 is lesser than that for the Independent configuration.

Null hypothesis: The average tracked error in each group is the same.

A Student’s t-test was performed to analyze if the difference observed from data is sta-

tistically significant for these cases. For the SIMO PI (0.5) configuration, the results show

a p-value of 0.3471, with a 95% confidence interval of [−0.20021370, 0.07044982]. The

sample estimate for the mean in group SIMO PI (0.5) is −0.008976661, while the mean for

the Independent group is 0.055905276. Considering these results, we can not reject the null

hypothesis that the average tracked error in each group is the same.

Likewise, for the SIMO PI (0.8) configuration, the results show a p-value of 0.8002,

with a 95% confidence interval of [0.1428702, 0.1102114]. The sample estimate for the

mean in group SIMO PI (0.8) is 0.03957587, while the mean for the Independent group

is 0.055905276. Considering these results, we also can not reject the null hypothesis that the
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average tracked error in each group is the same.

Next, we then evaluate the tracked error for the internal cost controller. Table B.17

showcases the observations and hypothesis about the tracking of the reference value for the

SIMO PI with α = 0.2 X Independent scenario.

Table B.17: Cost controller: tracked error statistical observations for the SIMO PI (0.2) x

Independent scenario.

Observation from the data:
The average tracked error for the SIMO PI controller with

α = 0.2 is lesser than that for the Independent configuration.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis: The average tracked error in each group is the same.

Alternative hypothesis:
The true difference in means between group SIMO PI (0.2)

and group Independent is not equal to 0.

A Student’s t-test was performed to analyze if the difference observed from data is

statistically significant for these cases. The results show a p-value of 0.001019, with a

95% confidence interval of [−0.0019166155,−0.0004859401]. The sample estimate for the

mean in group SIMO PI (0.2) is 0.003079901, while the mean for the Independent group is

0.004281179. Considering these results, for this particular case so far, we can then reject the

null hypothesis and say that the differences in means between the two groups are statistically

significant.

Similarly to the previous analysis, Tables B.18 and B.19 showcase the observations and

hypothesis about the tracked error for the SIMO PI with α = 0.5 and α = 0.8.

Table B.18: Cost controller: tracked error statistical observations for the SIMO PI (0.5) x

Independent scenario.

Observation from the data:
The average tracked error for the SIMO PI controller with

α = 0.5 is lesser than that for the Independent configuration.

Null hypothesis: The average tracked error in each group is the same.

A Student’s t-test was performed to analyze if the difference observed from data is sta-

tistically significant for these cases. For the SIMO PI (0.5) configuration, the results show a
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Table B.19: Cost controller: tracked error statistical observations for the SIMO PI (0.8) x

Independent scenario.

Observation from the data:
The average tracked error for the SIMO PI controller with

α = 0.8 is lesser than that for the Independent configuration.

Null hypothesis: The average tracked error in each group is the same.

p-value of 0.4452, with a 95% confidence interval of [−0.0011766546, 0.0005173237]. The

sample estimate for the mean in group SIMO PI (0.5) is 0.003951514, while the mean for

the Independent group is 0.004281179. Considering these results, we can not reject the null

hypothesis that the average tracked error in each group is the same.

Likewise, for the SIMO PI (0.8) configuration, the results show a p-value of 0.8484, with

a 95% confidence interval of [−0.0009534998, 0.0007841557]. The sample estimate for the

mean in group SIMO PI (0.8) is 0.004196507, while the mean for the Independent group is

0.004281179. Considering these results, we also can not reject the null hypothesis that the

average tracked error in each group is the same.

B.4.3 System response time

The response time is given by the time it takes for an item to be processed once it enters the

system, which is considered to be approximately 1.5 seconds for each item. Here, we look at

this metric from two perspectives, first we calculate the rate of items processed on time, i.e.

items that took a maximum of 1.5 seconds to finish, and considering this same prerogative,

the rate of requests that violate a given SLA of 1.5 seconds response time per item.

Table B.20 showcases the observations and hypothesis about the rate of items processed

on time for the SIMO PI with α = 0.2 X Independent scenario. Complementary to that,

Table B.21 presents what was observed from the data regarding the SLA violation rate for

this same use case.

A Student’s t-test was performed to analyze if the difference observed from data is sta-

tistically significant for both cases. Considering the hypothesis in Table B.20, the results

show a p-value of 7.303e−08, with a 95% confidence interval of [−13.069785,−7.984383].

The sample estimate for the mean in group SIMO PI (0.2) is 40.33860, while the mean for
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Table B.20: Rate of items processed on time statistical observations for the SIMO PI (0.2) x

Independent scenario.

Observation from the data:

The average rate of items processed on time for the SIMO PI

controller with α = 0.2 is lesser than that for the Independent

configuration.

Research question:
Is this difference due to chance or is it a statistically

significant difference?

Null hypothesis:
The average rate of items processed on time in each group

is the same.

Alternative hypothesis:
The true difference in means between group SIMO PI (0.2)

and group Independent is not equal to 0.

Table B.21: SLA violation rate statistical observations for the SIMO PI (0.2) x Independent

scenario.

Observation from the data:
The average SLA violation rate for the SIMO PI controller with

α = 0.2 is greater than that for the Independent configuration.

Null hypothesis: The average SLA violation rate in each group is the same.

the Independent group is 50.86568. Complementary to that, for the SLA violation rate, the

same p-value is obtained, with a 95% confidence interval of [7.984383, 13.069785]. The

sample estimate for the mean in group SIMO PI (0.2) is 59.66140, while the mean for the

Independent group is 49.13432.

Considering these results, we can then reject the null hypothesis for both cases, and say

that the differences in means between the two groups are in fact statistically significant.

Now for the 0.5 control preference, Table B.22 showcases the observations and hypoth-

esis about the rate of items processed on time for the SIMO PI with α = 0.5 X Independent

scenario. Complementary to that, Table B.23 presents what was observed from the data

regarding the SLA violation rate for this same use case.

A Student’s t-test was performed to analyze if the difference observed from data is sta-

tistically significant for both cases. Considering the hypothesis in Table B.22, the results

show a p-value of 1.006e − 12, with a 95% confidence interval of [18.48668, 23.54687].
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Table B.22: Rate of items processed on time statistical observations for the SIMO PI (0.5) x

Independent scenario.

Observation from the data:

The average rate of items processed on time for the SIMO PI

controller with α = 0.5 is greater than that for the Independent

configuration.

Null hypothesis:
The average rate of items processed on time in each group

is the same.

Table B.23: SLA violation rate statistical observations for the SIMO PI (0.5) x Independent

scenario.

Observation from the data:
The average SLA violation rate for the SIMO PI controller with

α = 0.5 is lesser than that for the Independent configuration.

Null hypothesis: The average SLA violation rate in each group is the same.

The sample estimate for the mean in group SIMO PI (0.5) is 71.88246, while the mean for

the Independent group is 50.86568. Complementary to that, for the SLA violation rate, the

same p-value is obtained, with a 95% confidence interval of [−23.54687,−18.48668]. The

sample estimate for the mean in group SIMO PI (0.5) is 28.11754, while the mean for the

Independent group is 49.13432.

Considering these results, we can then reject the null hypothesis for both cases, and say

that the differences in means between the two groups are in fact statistically significant.

Finally, for the 0.8 control preference, Table B.24 showcases the observations and hy-

pothesis about the rate of items processed on time for the SIMO PI with α = 0.8 X Indepen-

dent scenario. Complementary to that, Table B.25 presents what was observed from the data

regarding the SLA violation rate for this same use case.

A Student’s t-test was performed to analyze if the difference observed from data is statis-

tically significant for both cases. Considering the hypothesis in Table B.24, the results show

a p-value of 1.39e−14, with a 95% confidence interval of [29.95371, 34.16158]. The sample

estimate for the mean in group SIMO PI (0.8) is 82.92333, while the mean for the Indepen-

dent group is 50.86568. Complementary to that, for the SLA violation rate, the same p-value

is obtained, with a 95% confidence interval of [−34.16158,−29.95371]. The sample esti-
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Table B.24: Rate of items processed on time statistical observations for the SIMO PI (0.8) x

Independent scenario.

Observation from the data:

The average rate of items processed on time for the SIMO PI

controller with α = 0.8 is greater than that for the Independent

configuration.

Null hypothesis:
The average rate of items processed on time in each group

is the same.

Table B.25: SLA violation rate statistical observations for the SIMO PI (0.8) x Independent

scenario.

Observation from the data:
The average SLA violation rate for the SIMO PI controller with

α = 0.8 is lesser than that for the Independent configuration.

Null hypothesis: The average SLA violation rate in each group is the same.

mate for the mean in group SIMO PI (0.8) is 17.07667, while the mean for the Independent

group is 49.13432.

Considering these results, we can then reject the null hypothesis for both cases, and say

that the differences in means between the two groups are in fact statistically significant.
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