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Resumo

Teste de software é uma importante e cara atividade do processo de desenvolvimento de

software para avaliar a qualidade do produto. A fim de reduzir os custos na geração de

casos de teste, abordagens de Teste Baseado em Modelos (Model-Based Testing - MBT) têm

sido propostas. MBT fornece o benefício da geração automática de casos de teste a partir de

modelos abstratos que captam, por exemplo, os requisitos do software. Apesar da automação

ser fundamental na prática de MBT, a geração de casos de teste para aplicações industriais

muitas vezes podem produzir grandes suítes de teste, tornando-as não rentáveis. Além disso,

uma suíte de teste pode ter, eventualmente, vários casos de teste redundantes (em relação a

um conjunto de requisitos de teste). A fim de lidar com este problema, diversos estudos têm

sido desenvolvidos visando reduzir os custos relacionados ao tamanho de uma suíte de teste

gerada automaticamente. Redução de suítes de teste (também conhecida como minimização

de suítes de teste) tem como objetivo produzir um subconjunto representativo a partir de uma

suíte de teste completa que satisfaça o mesmo conjunto de requisitos de teste. A maioria das

estratégias de redução propostas na literatura são baseadas em heurística para maximizar a

cobertura local e taxa de redução, no entanto, a capacidade de detecção de faltas é baixa.

Além disso, poucas estratégias de redução consideram o grau de similaridade entre os casos

de teste.

Neste sentido, o principal objetivo desta Tese é melhorar o processo de redução de suítes

de teste, propondo uma estratégia baseada em similaridade e no uso de múltiplos critérios

no contexto da MBT visando maximizar a cobertura de faltas. A ideia é identificar o grau

de similaridade entre os casos de teste e manter na suíte de teste os mais diferentes casos de

teste que juntos possam atender um conjunto de requisitos de teste, e ao mesmo tempo man-

ter uma certa redundância na suíte de teste reduzida com a aplicabilidade dos vários critérios.

Primeiro, investigamos a eficácia das funções de distância em nossa estratégia de redução de

suítes de teste baseada em similaridade no contexto de MBT. Os resultados mostram que as

funções de distância tem um comportamento semelhante em relação a redução do tamanho

da suíte de teste. No entanto, como as suítes reduzidas são diferentes dependendo da função

de distância aplicada, a escolha pode afetar significativamente a cobertura de faltas e a esta-

bilidade. Depois, comparamos a nossa estratégia de redução com outras quatro heurísticas
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de redução de suítes de teste bem conhecidas usando simples ou múltiplos critérios de cober-

tura baseados em transição. Os resultados mostram que a escolha dos critérios de cobertura

podem afetar significativamente o tamanho da suíte reduzida, a cobertura de faltas, e o es-

palhamento. Além disso, nossa estratégia apresentou resultados promissores em relação

cobertura de faltas e de dispersão com o uso de bi-critérios.
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Abstract

Software testing is an important and expensive activity of the software development process

to evaluate product quality. In order to reduce the cost of test case generation, Model-Based

Testing (MBT) approaches have been proposed. It provides the benefit of automatic test case

generation from abstract models that capture, for instance, software requirements. Despite

the fact that automation is critical to the practice of MBT, test case generation for industrial

size applications can often produce large test suites that may not be cost-effective. Also,

a test suite can have possibly several redundant test cases (in relation to one set of test re-

quirements). In order to handle this problem, different studies have been developed aimed

at reducing the costs related to the size of an automatically generated test suite. Test suite

reduction (also known as test suite minimization) aims to produce a representative subset of

the complete test suite that satisfies the same set of test requirements as the complete one.

Most reduction strategies proposed in literature are based on heuristics to maximize local

coverage and reduction rate, however the capability of fault detection is low. Furthermore,

few reduction strategies consider the similarity degree among test cases.

In this sense, the main objective in this thesis is to improve the process of test suite re-

duction by proposing a strategy based on similarity and multi-criteria in the context of MBT

aiming to maximize the fault coverage. The idea is to identify the degree of similarity among

the test cases and keep in the suite the most different ones that together can meet a set of test

requirements, and at the same time maintaining some redundancy in the reduced suite with

the applicability of the multiple criteria. First, we investigate the effectiveness of distance

functions for our similarity-based test suite reduction strategy in the context of MBT. Results

show that the distance functions have similar behavior regarding suite size reduction. How-

ever, as reduced suites are different depending on the distance function applied, the choice

can significantly affect fault coverage and stability. Afterwards, we compare our reduction

strategy with other four well-known test suite reduction heuristics by using single or multi-

ple coverage criteria for transition-based coverage criteria. Results show that choice of the

coverage criteria can significantly affect suite size reduction, fault coverage, and scattering.

Furthermore, our strategy showed promising results regarding fault coverage and scattering

with bi-criteria.
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“The greatest enemy of knowledge is not ignorance,

it is the illusion of knowledge.”

Stephen Hawking
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A.20 Mann-Whitney and Â12 effect size measurements for CB real . . . . . . . . 139
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A.29 Mann-Whitney and Â12 effect size measurements for PDFSam synthetics . 146
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Chapter 1

Introduction

Software Testing is an important activity along the software development cycle with different

goals. Testing is a common validation approach in industry, and often used to evaluate the

quality and reveal faults of applications [Binder 2000]. However, this activity is expensive,

still largely ad hoc, unpredictably effective, and it generally consumes much of the overall

development effort [Bertolino 2007; Utting and Legeard 2007]. In this sense, researchers

have proposed several approaches aiming to decrease efforts in the activity of software test-

ing.

In the last years, many approaches have been proposed in the context of Model-based

Testing (MBT) to control software quality and to reduce costs [Pretschner 2005]. MBT is a

black box approach that has raised interest from both academy and industry in the last years.

It provides the benefit of automatic test case generation from a specification model of the

system behavior, for instance, software requirements. In general, behavioral specifications

of the System Under Test (SUT) can be constructed early in the development cycle. Thus,

the test cases can be obtained before or during the development process. Furthermore, the

development of a variety of strategies based on MBT has demonstrated its feasibility in the

software process [Utting and Legeard 2007]. Despite the fact that automation is critical to

the practice of MBT, test case generation for industrial size applications can often produce

large test suites that may not be cost-effective, particularly for manual testing [Bertolino

2007]. The reason is that most of the times, automatic generation algorithms are based on

a structural and systematic search for test cases constrained by test criteria. With the goal

of improving the effectiveness of the suite by achieving coverage, algorithms may generate

1
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several similar test cases, depending on the model structure. In order to handle this problem,

the testing team can perform additional test selection before test execution. However, test

selection may profoundly impact on the success of the testing process as whole: important

test cases such as the ones that uncover faults may not be selected [Pezzè and Young 2007].

Therefore, it is necessary to investigate approaches to deal with the costs related to the size

of an automatically generated test suite in MBT.

Toward this purpose, researchers have investigated different approaches. Among the ap-

proaches proposed, we highlight test suite reduction (also known as test suite minimization)

[Harrold et al. 1993; Chen and Lau 1998a]. Its goal is to produce a representative subset

from the complete test suite that satisfies a set of test requirements with the same coverage

as the complete test suite. The idea is to have in the subset the most representative test cases

covering all set of test requirements faster. Generally, the automatically generated test suites

may contain a considerable degree of redundancy among test cases [Cartaxo 2011]. Thus,

the reduced test suite is formed by adding, one by one, the test cases that are not redun-

dant with respect to the set of test requirements when compared to the ones already chosen.

Another common approach in literature that can also be useful for addressing the test suite

size problem is test case selection. Its goal is to select a subset of the complete test suite

according to a specific objective. However, the test cases selected may or may not provide

the same coverage of the set of test requirements as the complete test suite. In turn, test suite

reduction is a test case selection that satisfies all test requirements of the complete test suite.

A number of test suite reduction strategies to be applied at code level have already been

extensively investigated and experimented in literature [Rothermel et al. 2002]. These strate-

gies are usually based on heuristics to maximize coverage, and test requirements are defined

as a coverage criterion, such as statement, decision and so on. For instance, four well-known

heuristics for code-based test suite reduction follow these ideas: Greedy [Chvätal 1979;

Cormen et al. 2001], GE [Chen and Lau 1998b], GRE [Chen and Lau 1998a] and HGS

[Harrold et al. 1993]. Empirical studies have shown that requirements-based reduction may

be effective to reduce the size of the suite, however they may also reduce the capability of

fault detection [Fraser and Wotawa 2007; Yoo and Harman 2012].

To address the test suite size problem, there are other approaches, present in the literature,

based on test case classification according to a degree of similarity measured by a distance
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function [da Silva Simao et al. 2006; Kovács et al. 2009; Bertolino et al. 2010; Coutinho

et al. 2013]. Empirical studies on test case selection based on similarity have shown that test

case diversity may improve the rate of fault detection, and the choice of a distance function

may directly influence on the fault detection ability of the test case selection strategies [Chen

et al. 2010; Hemmati et al. 2013; Cartaxo et al. 2011].

On the other hand, in order to improve the fault coverage of the reduced test suite for code

level, several researchers have investigated the combination of multiple coverage criteria

to reduce test suites [Black et al. 2004; Jeffrey and Gupta 2007; Lin and Huang 2009;

Selvakumar et al. 2010b; Khalilian and Parsa 2012]. However, investigation on reduction

for specification-based test cases is recent, specially in the MBT field, with few strategies and

experimental results. Furthermore, results are not conclusive and are divergent in comparison

to the white box context.

1.1 Problem and Proposed Solution

As said before, different test suite reduction heuristics have been proposed to find a subset of

test cases which satisfies the same set of test requirements as the complete test suite. These

heuristics aim to maximize coverage with the elimination of redundant test cases from a test

suite. For this, the heuristics make the best local choice at each step with the goal of finding

the best global. According to Harrold et al. [Harrold et al. 1993], a test case is redundant

if other test cases in the test suite provide the same coverage for a given coverage criterion.

However, empirical studies have shown that a potential drawback of the test suite reduction

is to decrease its fault detection capability [Rothermel et al. 2002].

To illustrate this drawback, let us consider the toy example of an Annotated Labelled

Transition System (ALTS) specification presented in Figure 1.1 (a) that combines basic, al-

ternate, and exception flows of a use case presented by Coutinho et al. [Coutinho et al.

2013]. The use case defines the behavior of a user account editing operation where: i) we

can change user name and password and ii) we can delete a user account. As usual conven-

tion, labels beginning with “?” denote actor input actions, whereas labels beginning with

“!” denote system output actions. However, for the sake of simplicity, we replace transition

labels by letters as shown in Figure 1.1(b).
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Figure 1.1: An example of an ALTS specification

In order to parameterize the number of times that paths with loop should be traversed,

maximizing the exploration of different sequences, we opted by the generation algorithm

proposed by Araújo et al. [Araújo et al. 2012]. Thus, we obtained thirteen test cases with

one expansion, i.e., the paths with loop can be executed only one time, as shown in Table 1.1.

Table 1.1: Test cases obtained with one expansion

i ti Test case

1 t1 〈a, b, c〉

2 t2 〈a, b, f, g, h, i, g, h, i〉

3 t3 〈a, b, f, g, h, i〉

4 t4 〈a, b, f, g, e, c〉

5 t5 〈a, b, f, g, e, f, g, h, i〉

6 t6 〈a, b, f, g, e, f〉

7 t7 〈d, h, i, g, h, i〉

8 t8 〈d, h, i, g, e, c〉

9 t9 〈d, h, i, g, e, f〉

10 t10 〈d, e, c〉

11 t11 〈d, e, f, g, h, i〉

12 t12 〈d, e, f, g, e, c〉

13 t13 〈d, e, f, g, e, f〉
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And, we suppose three faults caused by three different test cases fail:

• Fault 01: t5;

• Fault 02: t7;

• Fault 03: t10.

These test cases that failed (failures) have different characteristics, such as: the largest,

middle and smallest test cases from the test suite. Then, we applied each heuristic 1,000

times in this scenario.

Considering the execution of the following test suite reduction heuristics: G, GE, GRE

and HGS, we performed a case study to investigate the fault detection capability of the re-

duced test suite. From the results obtained, we observed some limitations of current heuris-

tics for test suite reduction, particularly in the context of MBT, such as:

• Fault missing: Reduced test suite may lack test cases that fail because the heuris-

tic chooses alternative test cases that cover the same requirements. This is often the

case when the suite has a high degree of redundancy and, allowing reduction to be

severe. Consider our running example, when we use all-transitions as coverage crite-

rion we observe that all the heuristics present a high rate of reduction of 84.62% for

all executions and the averages of fault coverage are low, range from 8.46% (HGS) to

38.69% (GE), as observed in Table 1.2. Now, using a stronger coverage criterion (all-

transition-pairs), the rate of reduction is 69.23% for all heuristics in all executions.

However, we observed that the average rate of fault coverage is greater than for all-

transitions, but it’s still low, range from 13.99% (HGS) to 41.93% (G), as presented

in Table 1.2.

Table 1.2: Fault detection capability (%)

Heuristic
All-transitions All-transition-pairs

Min. Med. Max. Avg. SD. Min. Med. Max. Avg. SD.

G 33.33 33.33 66.67 37.26 14.40 33.33 33.33 66.67 41.93 14.59

GE 33.33 33.33 66.67 38.69 12.25 33.33 33.33 66.67 41.69 14.46

GRE 33.33 33.33 33.33 33.33 7.32E-013 33.33 33.33 33.33 33.33 7.32E-013

HGS 0.00 0.00 33.33 8.46 14.51 0.00 0.00 33.33 13.99 16.46
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• Fault scattering: The heuristic applied does not directly favor the choice of the test

cases that fail. For instance, a heuristic may select the biggest test cases and only the

smallest ones actually fail. Even if we could choose a few more test cases to increase

the size of the reduced suite, the test cases that fail would not be chosen. Consider

our running example, in Table 1.3 presents the degree of scattering of the test cases

that fail, and consequently the faults, in the selection order of the heuristics. Having

a lower rate of scattering means that the strategy is more effective in adding test cases

that fail to the reduced suite, particularly, if we decided to add a few more test cases

to the reduced suite. Thus, when we use all-transitions and all-transition-pairs as

coverage criteria we observe that G presents the best degree of scattering since the rate

of reduction that reaches 100% fault coverage are 25.25% and 20.98%, respectively.

However, we observed that the heuristics for both coverage criteria often has high rate

of scattering.

Table 1.3: Scattering (%)

Heuristic
All-transitions All-transition-pairs

Min. Med. Max. Avg. SD. Min. Med. Max. Avg. SD.

G 0.00 23.08 76.92 25.25 20.21 0.00 15.38 61.54 20.98 17.09

GE 0.00 7.69 15.38 5.24 4.88 0.00 0.00 7.69 0.93 2.51

GRE 0.00 0.00 7.69 3.81 3.85 0.00 0.00 0.00 0.00 0.00

HGS 0.00 7.69 30.77 10.65 11.16 0.00 7.69 30.77 14.48 12.51

As shown in Table 1.4, t5 is the longest test case, t7 is the middle test case, and t10 is the

smallest test case in the test suite. For both coverage criteria, we have that t5 is gener-

ally chosen since it satisfies the maximum number of test requirements, except HGS.

In turn, HGS tends to select t4 for all-transitions, and t8 and t11 for all-transition-

pairs since these test case occurs most frequently among test requirements with lowest

requirement cardinality (essentialness). Considering the use of all-transition-pairs as

coverage criterion, we have that t1 is a essential test case, and this will always be part

of the reduced test suite. However, for the test cases fail t7 and t10, the heuristics tend

to discard it since other test cases satisfy their and other unsatisfied test requirements

for both coverage criteria.
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Table 1.4: Frequency of detection of each fault (%)

Heuristic

All-transitions All-transition-pairs

Fault 01 Fault 02 Fault 03 Fault 01 Fault 02 Fault 03

t5 t7 t10 t5 t7 t10

G 100 0.00 11.80 100 0.00 25.80

GE 100 0.00 16.10 100 0.00 25.10

GRE 100 0.00 0.00 100 0.00 0.00

HGS 0.00 25.40 0.00 42.00 0.00 0.00

In summary, the problem presented here is that different heuristics presented in the liter-

ature may have different performances when referred to size and fault detection depending

on the selection criteria used. Usually, reduction is based on coverage of model elements.

Moreover, it is also important to mention that experimental results presented in literature

show that current strategies may have a performance comparable to a random choice strat-

egy. Therefore, there is a need for an investigation on the weaknesses of the current strategies

that may lead to the proposal of a more successful one.

In this sense, the main goal of this doctorate research is to improve the process of test

suite reduction by proposing a strategy based on similarity which allows the use of single or

multiple coverage criteria in the MBT context aiming to maximize the fault coverage of the

reduced test suite. Based on the state-of-the-art limitations of current strategies, the focus

of this work consists in developing a parameterized reduction strategy based on the use of

a similarity function and multi-criteria that may be able to highlight different patterns of

faults, and therefore improving fault detection capability of the reduced test suite. Similarity

functions (also known as distance functions) have been largely considered for test selection

strategies with promising results presented in the literature [Cartaxo et al. 2011; Fraser and

Wotawa 2007]. Therefore, since MBT test suites are usually highly redundant, we believe

that by considering similarity, we might be able to achieve a good balance between size and

fault detection. Furthermore, we propose the use of multi-criteria with the aim of combining

these criteria to find a reduced test suite that decreases the test suite size while increases

fault coverage rate. Thus, our idea is to improve the rate of fault coverage while selecting

a subset of the most different for each coverage criterion, however, even though extensive
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redundancy must be avoided, a little redundancy in the reduced suite may improve its chances

of uncovering a fault from the use of multiple criteria.

1.2 Research Questions and Methodology

Based on the goal of this doctorate research, our research questions are:

Research Question 1 In the context of MBT, how to address similarity among test

cases to reduce the size of the test suite while simultaneously maintain a reasonable

fault coverage?

Research Question 2 What influence does the choice of a similarity function have on

the size and fault coverage of similarity-based test suite reduction techniques?

Research Question 3 What influence does the coverage criteria have on test suite re-

duction regarding size and fault coverage of a reduced test suite?

From these research questions, we observe that:

• Very similar test cases may have a similar behavior in relation to fault coverage;

• Test suite reduction strategies may preserve the behavior of the reduced test suite size,

and at the same time, may have a different behavior in relation to fault coverage;

• Coverage criteria that maintain some redundancy in the reduced suite may improve its

chances of covering a fault.

The focus of this doctorate research is to define a subset of test cases from the com-

plete test suite that satisfies a set of test requirements (coverage criteria) as the complete test

suite aiming to maximize the fault coverage. This complete test suite is automatically gener-

ated in the context of MBT from a specification model, such as Labelled Transition System

(LTS) and Annotated Labelled Transition System (ALTS). As answers to our research ques-

tions, we propose a parameterized reduction strategy based on similarity among test cases in

the context of MBT. Furthermore, we extend similarity function proposed by Cartaxo et al.

[Cartaxo et al. 2011] that calculates the similarity degree between test cases considering test
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cases with repeated transitions. To evaluate the effectiveness of the distance functions in our

reduction strategy, we performe three empirical studies considering our function and other

five well-known distance functions. Afterwards, we refine our reduction strategy allowing

the use of single or multiple coverage criteria. Finally, we investigate the influence of the

choice of coverage criteria, and the most appropriate coverage criteria applied for test suite

reduction regarding size and fault coverage of reduced test suite.

1.3 Contributions

In order to answer these research questions, we propose a new reduction strategy based on

similarity in the context of MBT. In this sense, our main contributions are:

• Extension of the similarity function proposed by Cartaxo et al. [Cartaxo et al. 2011]

to consider repeated transitions (path with loop);

• Results of empirical studies investigating the use of different distance functions for test

suite reduction;

• The use of single or multiple coverage criteria for the reduction of test suites. We

investigate the use of three coverage criteria by reduction strategies;

• Tool support through the LTS-BT tool [Cartaxo et al. 2008] to execute the proposed

strategy presented in this work1.

1.4 Concluding Remarks

In this chapter, we presented an overview of this doctorate research. Further details are

presented in the next chapters according to the following structure:

Chapter 2 In this chapter, we present the theoretical background, including some terms

and concepts in order to make this thesis self-contained.

Chapter 3 This chapter presents our similarity function, and also our parameterized

strategy for test suite reduction based on similarity.

1https://sites.google.com/a/computacao.ufcg.edu.br/lts-bt/



1.4 Concluding Remarks 10

Chapter 4 This chapter presents an investigation on the effectiveness of distance func-

tions for test suite reduction in the context of MBT. Three empirical studies executed

to compare six distance functions by considering the size, fault coverage and stability

(the number of different sets of faults produced by the selected suites, and the number

of different sets of test cases selected) of the reduced test suite.

Chapter 5 This chaper presents six empirical studies in order to investigate the influ-

ence of the choice of coverage criteria used by reduction strategy, and also to evaluate

and compare our reduction strategy proposed in Chapter 3 and four well-known reduc-

tion heuristics in literature.

Chapter 6 This chapter presents a review on test suite reduction related to this thesis;

Chapter 7 This chapter presents the answers to our research questions and future

works related to our contributions.



Chapter 2

Background

This chapter presents some basic concepts and terminology that will be required to under-

stand this document, i.e., to make this document self-contained. First, we introduce general

concepts and differences between some terms used in software testing. Next, we present

model-based testing concepts, and the transition-based notation used in this document. Af-

terwards, we present the common transition-based coverage criteria. Moreover, the algo-

rithm to generate test suites is presented. In the sequence, we define the test suite reduction

problem, and we briefly describe four well-known heuristics for reduction in literature. Fur-

thermore, we present some candidate functions for measuring the similarity degree between

two test cases. Finally, we briefly introduce the basic concepts experimentation in software

engineering and statistical analysis adopted in our evaluation methodologies.

2.1 Software Testing

Software testing is an important and critical activity in the software development process,

essential to evaluate the product quality by identifying problems in application under testing

[Binder 2000].

In this work, we use the terms according to standard terminology defined by Institute

of Electrical and Electronics Engineers (IEEE), such as: “error”, “fault” and “failure”. An

error (also known as mistake) occurs because of a human action. This error provokes a fault

(also known as defect) in the application that the person is using. In turn, when this fault is

detected then the application fails, i.e., does not perform the functionality as required, then a

11



2.2 Model-Based Testing (MBT) 12

failure occurs.

Therefore, testing is a set of activities aiming to find failures in a system in order to

improve software quality. However, according to Utting and Legeard [Utting and Legeard

2007], software testing is very expensive and it generally consumes much of the overall de-

velopment effort. In order to guide this activity, testing methods can be applied to identify

a set of test cases (named test suite). Each test case is composed by a set of elements that

describes a system behavior, such as the system’s pre-conditions, a set of inputs, a set of

expected outputs, among others. Sometimes the testing methods are classified as functional

testing approach (also called black box) if the test cases rely only on the input/output behav-

ior, or as structural testing approach (white box) who considers the implementation of the

system to obtain the test cases [Abran et al. 2004].

2.2 Model-Based Testing (MBT)

Model-based Testing (MBT) is a functional testing approach (also called black box) based

on automatic generation of test cases from behavioral specifications. Thus, test cases are

designed from specification, i.e., they do not use information about their internal structure

[Utting and Legeard 2007].

Figure 2.1 presents the main activities and artifacts of an MBT approach. Initially, the

formal model is built from software requirements. From the formal model, the test cases

are generated in order to exercise the system. According to Utting and Legeard [Utting and

Legeard 2007], a test case is a finite structure composed of test inputs and expected outputs.

Then, once test cases are defined and test infrastructure is built (scripts, adaptor, coverage

tools), the system under test is executed, generating outputs. Next, these generated outputs

are compared to the expected outputs to define the result of each test case as pass or fail.

2.2.1 Labelled Transition System (LTS)

The focus of MBT is on the system behavior that is an abstraction described by a specifi-

cation model. In this work, the specifications used to generate the test cases are Labelled

Transition Systems (LTSs). LTS is a common formalism considered by both fundamental

and practical research on MBT that is also usually adopted as the semantics formalism of
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Requirements Build the
Model

Generate
Expected Inputs

Generate
Expected Outputs

Inputs for
the Test

Expected
Outputs

Run Test Compare

Test Results
(Pass/Fail)

System
Under Test

Test
Infrastructure

Outputs

Formal
Model

Figure 2.1: Activities and artifacts of an MBT. Font: adapted from [Cartaxo 2011]

specification notations [Tretmans 2008; Anand et al. 2013]. Furthermore, there are several

tools to support test case generation from LTSs that are derived from abstract specifications,

such as UMLAUT [Ho et al. 1999], TGV [Jard and Jéron 2005], TaRGeT [Nogueira et al.

2007], SPACES [Barbosa et al. 2007] and LTS-BT [Cartaxo et al. 2008].

LTS is a directed graph defined in terms of states and labelled transitions between states

to describe system behavior. According to Vries and Tretmans [de Vries and Tretmans 2000],

an LTS can be formally defined as a 4-tuple 〈S, L, T, s0〉, where:

• S: is a finite, nonempty set of states;

• L: is a finite, nonempty set of labels;

• T : is a subset of S × L× S (set of triples), called the transition relation;

• s0: is the initial state, where s0 ∈ S.
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2.2.2 Annotated Labelled Transition System (ALTS)

Annotated Labelled Transition System (ALTS) is an extension of the LTS containing anno-

tations to indicate special types of interactions [Cartaxo et al. 2007]. Since our focus is on

functional testing, these annotations can represent for example the user actions, the system

responses, among others types of interactions.

Figure 2.2 showns an example of an ALTS specification (this is the same example pre-

sented in Section 1.1).

0

1

2

3

4 5

6

? Authenticate
user

? Select user

? Change
password

? Edit
user
name

! Limit of daily
changes exceeded

! New 
changes
saved

? Select
another
user

! User 
removed

? Remove user

(a)

0

1

2

3

4 5

6

? a ? d

? b
? e ? h

! c ! f
? g

! i

(b)

Figure 2.2: An example of an ALTS specification

For the ALTS specification presented in Figure 2.2 (b), we have:

• S = {0, 1, 2, 3, 4, 5, 6};

• L = {a, b, c, d, e, f, g, h, i};

• T = {(0, a, 1), (1, b, 2), (2, c, 4), (0, d, 3), (3, e, 2), (2, f, 5), (5, g, 3), (3, h, 6), (6, i, 5)};

• s0 = {0}.

Observing the example in Figure 2.2 (b), some concepts related to LTS or ALTS specifi-

cations can be considered, such as:

• Path: a path is a finite or infinite sequence of transitions from the initial state. In this

work, a test case is defined as a path. Paths can be classified as:



2.3 Parameterized DFS Algorithm 15

– Simple path: a path without repeated states or transitions, for example, the path

d, e, c);

– Path with loop: a path in which one or more states or transitions may be repeated,

producing cycles. This ALTS has the following paths with loop, for example:

∗ a, b, f, g, h, i;

∗ a, b, f, g, e;

∗ d, e, f, g;

∗ d, h, i, g.

• Depth: the depth of the LTS or ALTS. It is calculated by considering the longest path

(without repeated transitions - without loops). In this example, the depth of the ALTS

specification is six defined by the simple path a, b, f, g, h, i;

• Join: is a state with more than one incoming transition (the example contains three

joins: states 2, 3 and 5);

• Transitions of joins: it is the total number of incoming transitions of the joins, i.e.,

the total number of incoming transitions of the states with more than one incoming

transition. Thereby, the ALTS specification has six transitions of joins (transitions b,

d, e, f , g and i);

• Fork: is a state with more than one outgoing transition (the example contais three

forks: states 0, 2 and 3);

• Transitions of forks: it is the total number of outgoing transitions of the forks, i.e.,

the total number of transitions of the states with more than one outgoing transition.

This ALTS has six transitions of forks (transitions a, c, d, e, f and h);

2.3 Parameterized DFS Algorithm

In this work, we consider LTS and ALTS specifications as inputs to MBT approaches. Thus,

test cases are obtained from a tree generated from an LTS or ALTS specification using the

algorithm proposed by Araújo et al.[Araújo et al. 2012]. This algorithm allows us to pa-

rameterize the number of times the loops should be traversed from expansions, maximizing
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the exploration of different sequences. The idea is to transform an LTS or ALTS specifica-

tion with loops in a tree, where each path is a test case. Therefore, considering the ALTS

specification presented in Figure 2.2 (b), this algorithm is subdivided in three steps.

Step 01. Generating a tree T from an ALTS specification. This T is obtained using a

traditional Depth First Search (DFS) algorithm from an ALTS specification. The algo-

rithm stops when a vertex in the ALTS specification is visited for the second time, i.e.,

it uses all-one-loop-paths coverage as stop criterion. If the last vertex has already been

previously visited in this path, then it is added to a list of marked nodes. Figure 2.3

shows the T obtained from the ALTS example. Note that the nodes 2, 5 and 3 are

marked nodes because these are visited for the second time.

0
? a ? d

1 3

2

? b

2 6

? e ? h

5 4

! f ! c

3

? g

6

? e ? h

5

! i

5 4

? g

! f ! c

5

! i

3

? g

2

3

Figure 2.3: Tree obtained from a traditional DFS algorithm from the ALTS of Figure 2.2 (b)

Step 02. Generating subtrees of repetition. Each subtree represents a passage in a path

with loop. The subtrees of expansions are obtained from the tree T by application of a

traditional DFS, with all-one-loop-paths as stop criterion. The subtrees also keep a list

of marked nodes. Figure 2.4 shows the subtrees A, B and C for the ALTS example.

These subtrees are used in the next step.

Step 03. Expansion of the tree. This is a process of collage of subtrees of expansions.

The subtrees will be placed along the tree obtained in Figure 2.4. If there is any

path with loop in the ALTS specification, the number of replications (expansion of

the tree) also needs to be informed. This number of expansions define the number
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Subtree A Subtree B Subtree C

Figure 2.4: Subtrees obtained from the ALTS of Figure 2.2 (b)

of times that the path with loop is executed by the generated path, and consequently,

the number of times that a subtree should be glued to the tree. Hence, for each node

marked, it is added its subtree according to the node source. Figure 2.5 shows a test

suite generated from the ALTS example based on the depth search test case generation

algorithm, proposed by Araújo et al. [Araújo et al. 2012], with all-one-loop-paths as

stop criterion.
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Figure 2.5: Tree generated from the ALTS of Figure 2.2 (b) with one expansion
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Each path in the tree is a test case, and is associated with a system behavior. For ALTS, a

test case is valid iff end up with a system output action denoted by labels beginning with “!”.

Therefore, we consider all transitions for each test case until the last transition beginning

with “!”. And, all possible paths comprise the test suite TS. Therefore, for the ALTS

specification presented in Figure 2.5, we obtained 13 test cases using the DFS algorithm, as

shown in Table 2.1.

Table 2.1: Test suite obtained from the DFS algorithm in the tree presented in Figure 2.5

i ti Test case

1 t1 〈a, b, c〉

2 t2 〈a, b, f, g, h, i, g, h, i〉

3 t3 〈a, b, f, g, h, i〉

4 t4 〈a, b, f, g, e, c〉

5 t5 〈a, b, f, g, e, f, g, h, i〉

6 t6 〈a, b, f, g, e, f〉

7 t7 〈d, h, i, g, h, i〉

8 t8 〈d, h, i, g, e, c〉

9 t9 〈d, h, i, g, e, f〉

10 t10 〈d, e, c〉

11 t11 〈d, e, f, g, h, i〉

12 t12 〈d, e, f, g, e, c〉

13 t13 〈d, e, f, g, e, f〉

2.4 Transition-Based Coverage Criteria

According to Ammann and Offutt [Ammann and Offutt 2008], a coverage criterion is a

set of rules that imposes test requirements on a test suite. LTS specifications are transition-

based modeling notations, and many structural coverage criteria have been developed. Utting

and Legeard [Utting and Legeard 2007] present the most common transition-based coverage
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criteria used in the context of MBT1, such as presented below. As running example, we

consider the test suite presented in Table 2.1.

• All-states: Every state of the specification is visited at least once. Thus, to reach this

coverage only two test cases are required: t1 and t7;

• All-transitions: Every transition of the specification is visited at least once. So, this

coverage needed of two test cases: t3 and t10;

• All-transition-pairs: Every pair of adjacent transitions in the specification must be

visited at least once. For example, the test cases t1, t5, t8 and t12 are required to obtain

all-transition-pairs coverage;

• All-loop-free-paths: Every loop-free path must be traversed at least once. A path is

loop-free when it does not have repetitions. For the example, this coverage is reached

with the test cases: t1, t3, t4, t8, t9, t10 and t11;

• All-one-loop-paths: Every path containing at most a loop must be traversed at least

once. In other words, this requires all the loop-free paths through the specification to

be visited, plus all the paths that loop once. Thus, we need all test cases to reach this

coverage criterion: t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11, t12 and t13;

• All-round-trips: This coverage criterion is similar to all-one-loop-paths since it re-

quires that all loops are tested in the specification. However, it is a weaker criterion,

since it only requires one path for testing one loop. In this coverage criterion, the test

cases t1, t3, t4, t8, t10 and t12 are required;

• All-paths: Every path must be visited at least once. The all-paths criterion corre-

sponds to an exhaustive testing in LTS or ALTS specifications. In practice, the gener-

ation algorithm should have a heuristic to avoid the state space explosion, enabling the

proper use of this coverage.

1It is important to remark that, in this work, all-configurations is not applied since it is mostly used for

statecharts.
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Figure 2.6 presents the hierarchy of transition-based criteria. Note that, A → B means

that criterion A is stronger than (subsumes) criterion B, i.e., the coverage of the criterion A

also achieves 100% coverage of the criterion B.

Figure 2.6: The hierarchy of transition-based criteria. Font: adapted from [Utting and Legeard

2007]

The use of some of these coverage criteria, such as: all-loop-free-paths, all-one-loop-

paths, is not guarantee that all states, let alone all transitions, are covered [Utting and Legeard

2007]. Furthermore, they recommend the use of all-transitions coverage as a minimum

measure of quality.

2.5 Test Suite Reduction

According to Harrold et al. [Harrold et al. 1993], the test suite reduction problem can be

defined as follows:

Given: A test suite TS, a set Req = {req1, req2, . . . , reqn} of test requirements to be cov-

ered, and subsets of TS: TS1, TS2, . . . , TSn, where each test case of TSi can be used to test

reqi;

Problem: Find a minimal subset – the reduced set – RS ⊆ TS that satisfies all of the Req’s,

that is, RS must have at least one test case for each reqi.

In general, finding RS is an NP-complete problem (minimization problems are NP-

complete since they can be reduced to the minimum set-covering problem) [Cormen et al.
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2001]. Therefore, heuristics and approximations are often applied to compute RS, such as

the ones presented by Chen and Lau [Chen and Lau 1998b].

As mentioned before, in order to apply a reduction strategy it is necessary to define a

satisfiability relation between TS and Req, relating each reqi to the set of test cases TSi that

cover it. Table 2.2 presents the satisfiability relation for the test suite presented in Table 2.1

for all-transitions and all-transition-pairs coverage criteria.

Table 2.2: Satisfiability relations

(a) All-transitions coverage

reqn req TSn

req1 (a) {t1, t2, t3, t4, t5, t6}

req2 (b) {t1, t2, t3, t4, t5, t6}

req3 (c) {t1, t4, t8, t10, t12}

req4 (d) {t7, t8, t9, t10, t11, t12, t13}

req5 (e) {t3, t4, t5, t6, t8, t9, t10, t11, t12, t13}

req6 (f) {t2, t3, t4, t5, t6, t9, t11, t12, t13}

req7 (g) {t2, t3, t4, t5, t6, t7, t8, t9, t11, t12, t13}

req8 (h) {t2, t3, t5, t7, t8, t9, t11}

req9 (i) {t2, t3, t5, t7, t8, t9, t11}

(b) All-transition-pairs coverage

reqn req TSn

req1 (a, b) {t1, t2, t3, t4, t5, t6}

req2 (d, h) {t7, t8, t9}

req3 (d, e) {t10, t11, t12, t13}

req4 (b, c) {t1}

req5 (b, f) {t2, t3, t4, t5, t6}

req6 (f, g) {t2, t3, t4, t5, t6, t11, t12, t13}

req7 (h, i) {t2, t3, t5, t7, t8, t9, t11}

req8 (e, c) {t4, t8, t10, t12}

req9 (e, f) {t5, t6, t9, t11, t12, t13}

req10 (g, h) {t2, t3, t5, t7, t11}

req11 (g, e) {t4, t5, t6, t8, t9, t12, t13}

req12 (i, g) {t2, t7, t8, t9}

For all-transition-pairs as coverage criterion, t1 is essential test case. An essential test

case is one that uniquely covers a given requirement, i.e., any test suite reduction strategy

will keep it. However, it is important to remark that if we consider a weaker test criterion

such as all-transitions, we would require at least one test case covering b and c, but not

necessarily both in the same test case, i.e., (b, c). In this case, we cannot guarantee that the

reduction strategy will select t1. Therefore, the choice of coverage criteria that define test

requirements can really influence fault detection capability of the reduced suite.



2.5 Test Suite Reduction 22

2.5.1 Heuristics for Test Suite Reduction

As said before, the goal of test suite reduction is to find a subset of the complete test suite

(Reduced Set RS) that satisfies all test requirements.

In the sequence, we describe four well-known heuristics proposed for code-based re-

duction: Greedy (G) [Chvätal 1979; Cormen et al. 2001], GE [Chen and Lau 1998b],

GRE [Chen and Lau 1998a] and HGS [Harrold et al. 1993]. These heuristics can also be

applied on test suites obtained from MBT approaches.

As running example, we consider the test suite presented in Table 2.1 considering all-

transition-pairs as coverage criterion shown in Table 2.2 (b).

Greedy Heuristic (G)

Greedy heuristic [Chvätal 1979; Cormen et al. 2001] repeatedly selects the test case t that

satisfies the maximum number of unsatisfied test requirements while not all test requirements

are satisfied. If there is a tie situation, a random choice is made. The test case t is added to

Reduced Test Suite (RS) and all test requirements that can be satisfied by that test case are

marked as a satisfied test requirement.

By applying this heuristic, we have:

1. t5 satisfies the maximum number of unsatisfied test requirements. Then, RS = {t5}

and the requirements req1, req5, req6, req7, req9, req10 and req11 are marked as satis-

fied;

2. Now, t8 satisfies the maximum number of unsatisfied test requirements. Then,

RS = {t5, t8} and the requirements req2, req8 and req12 are marked as satisfied;

3. Next, there is a tie situation: t1, t10, t11, t12 and t13 satisfy the maximum number

of unsatisfied test requirements. This way, an arbitrary choice is made. Then, t1 is

chosen, the reduced subset is RS = {t5, t8, t1} and the requirement req4 is marked

as satisfied;

4. Finally, the only requirement that it is not marked yet is req3, and there is a tie situation

among t10, t11, t12 and t13. This way, an arbitrary choice is made. Then, t12 is chosen,

the reduced subset RS = {t5, t8, t1, t12}, and req3 is marked as satisfied.
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Heuristic Greedy - Essential (GE)

This heuristic was defined by Chen and Lau and is based on the following concepts [Chen

and Lau 1998b]:

• Essential concept - selects all essential test cases. A test case is essential when only

this test case covers one specific requirement;

• Greedy heuristic.

Initially, all essential test cases are selected, and their respective requirements are marked

as satisfied. Then, the greedy heuristic is applied.

By applying this heuristic, we have:

1. First of all, t1 is selected, because they is essential test case. Then, RS = {t1} and

the requirements req1 and req4 are marked as satisfied;

2. Since there are no more essential test cases, the greedy heuristic should be ap-

plied. Now, t5 satisfies the maximum number of unsatisfied test requirements. Then,

RS = {t1, t5} and the requirements req5, req6, req7, req9, req10 and req11 are marked

as satisfied;

3. Now, t8 satisfy the maximum number of unsatisfied test requirements. Then,

RS = {t1, t5, t8} and the requirements req2, req8 and req12 are marked as satis-

fied;

4. Finally, the only requirement that it is not marked yet is req3, and there is a tie

situation among t10, t11, t12 and t13. Then, t12 is chosen, the reduced subset is

RS = {t1, t5, t8, t12}, and req3 is marked as satisfied.

Heuristic Greedy – 1-to-1 – Redundancy Essential (GRE)

This heuristic (also defined by Chen and Lau) is based on [Chen and Lau 1998a]:

• Greedy heuristic;



2.5 Test Suite Reduction 24

• 1-to-1 redundancy strategy - A test case t1−1 ∈ TS is said to be 1-to-1 redundant if

there is t 6= t1−1 and t ∈ TS such that req(t1−1) ⊆ req(t) [Chen and Lau 1998a], i.e.,

if all requirements that are covered by the test case t1−1 are covered by the test case t.

Then the test case t1−1 is considered to be 1-to-1 redundant;

• Essential strategy.

The essential and 1-to-1 strategies are applied alternatively, until there is no essential and

1-to-1 redundant test cases. The greedy strategy is only applied if neither the essential nor

1-to-1 redundancy can be applied.

By applying this heuristic, we have:

1. t1 is selected, because they are essential test cases. Then RS = {t1}, and the require-

ments req1 and req4 are marked as satisfied;

2. Now, we do not have more essential test cases. So, we have to search 1-to-1 redundant

test cases. (t2, t3), (t2, t5), (t3, t5), (t5, t6), (t10, t12) and (t12, t13) are 1-to-1 redundant

test cases, since req(t3) ⊆ req(t2) ⊆ req(t5), req(t6) ⊆ req(t5), req(t10) ⊆ req(t12)

and req(t13) ⊆ req(t12). This way, t2, t3, t6, t10 and t13 are not considered, since those

are redundant in relation to t5 and t12, respectively;

3. Since there are no more essential test cases and 1-to-1 redundant test cases, the greedy

heuristic should be applied. Now, t5 satisfies the maximum number of unsatisfied test

requirements. Then, RS = {t1, t5} and the requirements req5, req6, req7, req9, req10

and req11 are marked as satisfied;

4. Now, t8 satisfy the maximum number of unsatisfied test requirements. Then,

RS = {t1, t5, t8} and the requirements req2, req8 and req12 are marked as satis-

fied;

5. Finally, the only requirement that it is not marked yet is req3, and there is a tie situation

among t11 and t12. Then, t12 is chosen and RS = {t1, t5, t8, t12}, and req3 is marked

as satisfied.
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Heuristic HGS

Harrold et al. [Harrold et al. 1993] present a test suite reduction strategy, which we call

heuristic HGS. The idea is to select test cases according to their degree of essentialness.

For this, it is necessary to calculate the cardinality of each test requirement. The cardinality

is the number of test cases which satisfy the test requirement.

First, the test requirement with the lowest cardinality is considered. When a test case

is added to the reduced set, all requirements covered by that test case are marked. Among

the unmarked test requirements with lowest requirement cardinality, the heuristic selects

the which covers more requirements. If there is a tie, the heuristic chooses the test case

that occurs most frequently at the next highest requirement cardinality and so on (if there

is a tie and the requirement cardinality is maximum, then the random choice is applied).

This heuristic stops when the reduced set has test cases that cover all test requirements. In

general, the main idea is to select test cases according to their essentialness, i.e., keeping in

the reduced set the test cases in the order of most essential to least essential.

By applying this heuristic, we have:

1. Initially, we need to calculate the cardinality of each test requirement. The results can

be seen in Table 2.3.

Table 2.3: Cardinality

Cardinality Requirements

1 req4

3 req2

4 req3, req8, req12

5 req5, req10

6 req1, req9

7 req7, req11

8 req6

2. For the lowest cardinality (in this case it is one), there is only one test case t1. Then,

RS = {t1}, and the requirements req1 and req4 are marked as satisfied;
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3. Next, the lowest cardinality is 3 (req2), there is a tie between t7, t8 and t9. Then, we

must see in the next highest requirement cardinality (in this case it is 4) which of them

occurs most frequently. Then, t8 is chosen because it occurs most frequently. Thus,

RS = {t1, t8} and the requirements req2, req7, req8, req11 and req12 are marked as

satisfied;

4. Now, the lowest cardinality is 4 (req3), there is a tie between t10, t11, t12 and t13. Then

we must see in the next highest requirement cardinality (in this case it is 5) which of

them occurs most frequently. Then, t11 is chosen because it occurs most frequently.

Thus, RS = {t1, t8, t11} and the requirements req3, req6, req9 and req10 are marked

as satisfied;

5. Finally, the unique requirement that has not been yet marked is req5, there is a tie be-

tween t2, t3, t4, t5 and t6. However, we don’t have any higher requirement cardinality,

since all requirements of these cardinalities were already satisfied. Then, we apply a

random choice between t2, t3, t4, t5 and t6. Then, t6 is chosen, the reduced subset

is RS = {t1, t8, t11, t6}, and req5 is marked as satisfied. Since all requirements are

marked, and thus satisfied, the algorithm stops.

2.6 Distance Functions

In this section, we present five well-known distance functions and similarity functions to cal-

culate the similarity degree between pairs of test cases. These functions are good candidates

for detecting sequencing, matching, and/or repetition of transitions. We clarify that the terms

distance functions and similarity functions are used without distinction in this thesis, since

usually a similarity measure is the inverse of distance.

While other works have already applied these functions to similarity-based selection

strategies [Heß2006; Vinson et al. 2007; Cartaxo et al. 2011; Hemmati et al. 2013;

Fang et al. 2013], we apply these functions in the context of test suite reduction for MBT.

It is important to remark that some of them needed to be slightly adapted to consider tran-

sition labels as the unit of comparison. Moreover, despite the fact that there are many other

distance functions presented in the literature, our goal is to investigate the effect of distance
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functions, in general, on test suite reduction. For the sake of simplicity, we opt to choose

a small set with the ones that are included in other studies in the general area of test case

selection.

As running example, we consider test cases t2 = a, b, f, g, h, i, g, h, i and t5 =

a, b, f, g, e, f, g, h, i from Table 2.1 that covers five all-transition-pairs (test requirements)

in common: (g, h), (h, i), (f, g), (b, f) and (a, b) (see Table 2.2 (b)). These test cases start

with editing user name, but differ by the subsequent operation, which is either another user

name editing or removing a user.

2.6.1 Jaccard Index

The Jaccard’s index, proposed by Jaccard [Jaccard 1901], is a similarity measure between

sample sets. Let A and B be two sets of labels. The measure can be defined by the following

function:

Jac(A,B) =
|A ∩ B|

|A ∪ B|

where time complexity is O(|A|+ |B|).

In order to illustrate the Jaccard index, consider again test cases t2 = a, b, f, g, h, i, g, h, i

and t5 = a, b, f, g, e, f, g, h, i. Then, the calculation of Jaccard’s index for test cases t2 and

t5 is the following:

Jac(t2, t5) =
|t2 ∩ t5|

|t2 ∪ t5|
=
|{a, b, f, g, h, i}|

|{a, b, f, g, e, h, i}|
=

6

7
= 0.8571

Thus, the similarity degree between t2 and t5 calculated by using the Jaccard index is

85.71%.

2.6.2 Jaro Distance

The Jaro distance [Jaro 1989] is a measure of similarity between two strings. The idea of

this measure is to calculate the similarity degree between two strings from the number of

replacements of the position between characters (transpositions) and the number of different

characters. Thus, given two strings s1 = a1 . . . ak and s2 = b1 . . . bl the Jaro distance is

defined as:
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Jaro(s1, s2) =







0 if m = 0

1

3
×

(

m
|s1|

+ m
|s2|

+ m−t
m

)

otherwise

where:

• m is the number of matching characters;

• t is half the number of transpositions;

• O(|s1|+ |s2|) is the time complexity.

For instance, the number of matchings between test cases t2 = a, b, f, g, h, i, g, h, i and

t5 = a, b, f, g, e, f, g, h, i is m = 7 and half the number of transpositions is t = 1, then:

Jaro(t2, t5) =
1

3
×

(

7

9
+

7

9
+

7− 1

7

)

=
2.412

3
= 0.8042

Thus, the similarity degree between t2 and t5 is 80.42%.

2.6.3 Jaro-Winkler Distance

The Jaro-Winkler distance [Winkler 1999], denoted JW , is a variant of the Jaro distance

presented in Section 2.6.2, with the addition of the weighted prefix. Given two strings s1 and

s2, the function is defined as:

JW (s1, s2) = Jaro(s1, s2) + ℓp(1− Jaro(s1, s2))

Where:

• ℓ is the length of common prefix shared by the two strings with a maximum of four

characters;

• p is a constant scaling factor for how much the score is adjusted upwards for having

common prefixes. p should not exceed 0.25, otherwise the distance can become larger

than 1. The standard value for this constant in Winkler’s work is p = 0.1;

• O(|s1|+ |s2|) is the time complexity.
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The difference between Jaro and Jaro-Wrinkler is that Jaro-Winkler adds more weight in

strings starting with the exact match characters. However, the maximum size for common

prefix must be four, i.e, all matching characters past the first four have the same weight. The

length of common prefix is multiplied by a constant, the standard being 0.1 for Jaro-Winkler

distance.

For example, considering p = 0.1 and the test cases t2 = a, b, f, g, h, i, g, h, i and t5 =

a, b, f, g, e, f, g, h, i, then ℓ = 4 and Jaro(t2, t5) = 0.8042. Then, the Jaro-Winkler distance

is:

JW (t2, t5) = 0.8042 + 0.4(1− 0.8042) = 0.8825

Thus, the similarity degree between t2 and t5 for Jaro-Winkler distance is 88.25%.

2.6.4 Levenshtein Distance

Levenshtein [Levenshtein 1966] proposes the distance function of editing, called editDis-

tance. This function compares two strings and determines the minimum number of edit

operations (deletion, insertion, and substitution) necessary to transform one string into an-

other.

Consider two strings, A and B, where i and j are, respectively, their lengths. Firstly, a

matrix M with (i + 1)× (j + 1) values is built, where the first row and the first column are

initialized with values from 0 (incremented by 1) to the size of the test cases. The idea is to

calculate the distances among all the prefixes of the first string A and all the prefixes of the

second string B in a dynamic programming fashion. As the matrix is built, only the previous

row (p) and the current row (q) are needed to calculate the current value of the matrix, where

this value is the minimum of the three possible ways to do the transformation:

• deletion: M [(p− 1, q)] + 1;

• insertion: M [(p, q − 1)] + 1;

• substitution: M [(p − 1, q − 1)] + cost, where cost = 0 if A[p] = B[q], otherwise

cost = 1.
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The value of M [i + 1, j + 1] reflects the minimum number of operations necessary to

convert one test case into another, i.e., the cost of the best sequence of edit operations. The

degree similarity can be calculated in the interval of [0, 1] by the following function:

Lev(A,B) = 1−
M [i+ 1, j + 1]

max (i, j)

where the time complexity is O(|A| × |B|).

For example, from Matrix 2.1, the similarity value between t2 and t5, calculated by Lev-

enshtein distance is 77.78%, where i = |t2| = 9, j = |t5| = 9 and M [9 + 1, 9 + 1] = 2 (box

contents), obtained by calculation of:

Lev(t2, t5) = 1−
M [6 + 1, 6 + 1]

max (9, 9)
= 1−

2

9
=

7

9
= 0.7778

M =





















































a b f g h i g h i

0 1 2 3 4 5 6 7 8 9

a 1 0 1 2 3 4 5 6 7 8

b 2 1 0 1 2 3 4 5 6 7

f 3 2 1 0 1 2 3 4 5 6

g 4 3 2 1 0 1 2 3 4 5

e 5 4 3 2 1 1 2 3 3 4

f 6 5 4 3 2 2 2 3 4 3

g 7 6 5 4 3 3 3 2 3 4

h 8 7 6 5 4 4 4 3 2 3

i 9 8 7 6 5 5 5 4 3 2





















































(2.1)

2.6.5 Sellers Algorithm

The algorithm proposed by Sellers [Sellers 1980] is a variation in the editDistance algorithm

[Levenshtein 1966] (presented in Section 2.6.4) that modifies the way the matrix is created.

The idea is to search for a string (sub-chain) in another string with a difference in at most

k operations. Unlike the editDistance algorithm, the first row of the matrix is initialized

with 0. This changes the calculation of the minimum number of operations to perform the

transformation, from string A to string B, by ignoring any prefix of the string B. The degree
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of similarity is calculated by the same formula presented in Section 2.6.4. Also Sellers can

be calculated in O(|A| × |B|) time.

Sel(A,B) = 1−
M [i+ 1, j + 1]

max (i, j)

For example, considering test cases t2 and t5, the Sellers algorithm creates Matrix 2.2,

where i = |t2| = 9, j = |t5| = 9 and M [9 + 1, 9 + 1] = 2 (box contents).

So, t2 and t5 are 77.78% redundant – the same value obtained by the Levenshtein distance

(as shown bellow). But note that the base matrixes are different

Sel(t2, t5) = 1−
M [10, 10]

Max(9, 9)
= 1−

2

9
=

7

9
= 0.7778

M =





















































a b f g h i g h i

0 0 0 0 0 0 0 0 0 0

a 1 0 1 1 1 1 1 1 1 1

b 2 1 0 1 2 2 2 2 2 2

f 3 2 1 0 1 2 2 3 3 3

g 4 3 2 1 0 1 2 2 3 4

e 5 4 3 2 1 1 2 3 2 3

f 6 5 4 3 2 2 2 3 3 2

g 7 6 5 4 3 3 3 2 3 3

h 8 7 6 5 4 4 4 3 2 3

i 9 8 7 6 5 5 5 4 3 2





















































(2.2)

2.7 Experimental Studies in Software Engineering

According to Wohlin et al. [Wohlin et al. 2012], there are four research methods in software

engineering. These methods are:

• The scientific method: A model is built from observation of the world;

• The engineering method: Current solutions are studied, and the most appropriate

changes are suggested, and then evaluated;

• The empirical method: A model is proposed and evaluated through empirical studies;
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• The analytical method: A formal theory is proposed, and then it is compared with

empirical observations.

In order to obtain objective and significant results, we opted for the application of ap-

propriate empirical methods. These methods include surveys, case studies and experiments.

Surveys aim to obtain descriptive and explanatory conclusions of a population from a sample

based on forms, interviews and questionnaires. Case studies are used for monitoring projects

or activities from the data collection for a specific purpose. In turn, experiments are rigorous,

formal and controlled investigations providing a high level of control.

In this work, we focus in experimentation in software engineering aiming to increase

the confidence in obtained results. For this, we use Wohlin et al. process for experimental

studies in software engineering. The following activities are part of this process [Wohlin

et al. 2012]:

• Definition: The purpose of this activity is to define the objective and goals of the

experiment, i.e, the hypothesis has to be stated clearly;

• Planning: In the planning phase is defined how the experiment should be conducted.

In this sense, several elements need to be specified, such as:

– Context Selection: Define the context where the experiment will be conducted.

Wohlin et al. [Wohlin et al. 2012] classifies the context of the experiment in four

dimensions: off-line vs. on-line, student vs. professional, toy vs. real problems

and specific vs. general;

– Variables Selection: The dependent (observed) and independent (controlled and

modified) variables characterize the experiment are chosen;

– Hypothesis Formulation: Based on the dependent and independent variables,

the null and alternative hypotheses of the experiment are defined;

– Selection of Subjects: The subjects of an experiment are the people involved in

it. Their selection of subjects is important for generalization of the results of the

experiment;

– Experiment Design: In this step, the experiment design is defined based on

the statistical assumptions from the characteristics of the experiment, such as:
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amount of object, subjects, factors and levels (treatments) [Jain 1991; Wohlin

et al. 2012]. One factor (independent variable) can have varying values named

treatments (or levels) that when changed will affect the dependent variables. The

choice of the correct experiment design is crucial since misleading conclusions

can appear. Most common experiments designs are [Wohlin et al. 2012]:

∗ One factor with two treatments: To compare the two treatments against

each other;

∗ One factor with more than two treatments: To compare the treatments with

each other, and each comparison is often performed on the treatment mean;

∗ Two factors with two treatments: To compare the treatments in each factor

with the others, for example 2*2 factorial design;

∗ More than two factors each with two treatments: To compare the treatments

in each one of the factors with those from the others. This type of designs is

known as factorial designs;

– Instrumentation: According to Wohlin et al. [Wohlin et al. 2012], the instru-

mentation of an experiment can be characterized by three types of instruments:

objects (the artifacts used), guidelines (to properly guide the subjects) and mea-

surements (to conduct the data collection);

– Threats to Validity: The identification of potential threats to the validity is an

important question concerning experiment results. Cook and Campbell [Cook

and Campbell 1979] suggest that the threats can be identified according to the

type of validation of results, such as:

∗ Conclusion validity: The conclusion validity is concerned with the relation-

ship between the treatment and the outcome;

∗ Internal validity: This validity is concerned with the relationship between

the treatments;

∗ Construct validity: The construct validity is concerned with the relation

between theory and observation;

∗ External validity: This validity is concerned with the ability to generalize

the results.



2.8 Statistical Analysis 34

– Operation: In the operational phase the preparation, execution and data valida-

tion of an experiment are performed;

– Analysis and interpretation: The data collected during operation phase are

analyzed and interpreted by using descriptive statistic to draw conclusions re-

garding the hypothesis;

– Presentation and package: The main concern of the last activity is to present

the conclusions and artifacts of the experiment, so they can be properly presented

to other researches.

2.8 Statistical Analysis

After the data are collected, we can use descriptive statistics to describe and graphically

present those data. Then, in order to obtain more significant conclusions, hypothesis testing

allows researchers to verify if the null hypothesis can be rejected or not based on a sample

from some statistical distribution according to a level of significance.

2.8.1 Descriptive Statistic

Descriptive statistic is used to better understand the data distribution (to identify abnormal

data points), i.e, to check if data collected have or not a normal distribution [Jain 1991]. For

this, graphical representation can be used to obtain information regarding the data collected

such as mean, median, mode, variance, frequency, among others. There are several types of

graphic representation. Among the graphics, we highlight normal quantile-quantile plot and

boxplot. Figure 2.7 show examples of (a) a normal quantile-quantile plot and (b) a boxplot.

Normal quantile-quantile plot for is used to compare two probability distributions by

plotting their quantiles against each other. It is a plot for a continuous variable that helps to

determine if your data is close to being normally distributed. In turn, the boxplot are used to

display the distribution of data based on the five number summary: minimum, first quartile,

median, third quartile, and maximum. Graphically, the minimum and maximum are repre-

sented by whiskers above and below the box. The central rectangle spans the first quartile to

the third quartile, and the thicker line shows the median. The outliers (unfilled dots) repre-
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Figure 2.7: Examples of normal Q-Q plot and boxplot

sent the individual values beyond the whiskers. Boxplots are also useful for comparing two

or more variables and a visual interpretation of the data. When there is an interval overlap,

this apparently indicates no statistical difference between them. When there is no overlap,

we can state the statistical differences.

2.8.2 Hypothesis Testing

Based on a sample from some statistical distribution, hypothesis testing allows to check

if it is possible to reject a null hypothesis with more significant conclusions than visual

interpretation. There are several statistical tests in literature that are classified into parametric

and nonparametric tests. The parametric tests are based on a known distribution. In turn, the

nonparametric tests do not make the same type of assumption concerning the distribution of

parametric test [Wohlin et al. 2012]. These statistical tests can be chosen according to the

data distribution of the sample and the experiment design used as presented in Table 2.4.

All tests consider the ρ-values of the applied test to determine if the null hypothesis can

be rejected according to an established confidence level, i.e., if ρ-value is smaller than the

significance value (α) then the null hypothesis can be rejected in favour of the alternative

hypothesis.



2.9 Concluding Remarks 36

Table 2.4: Overview of statistical tests

Experimental Design Parametric Test Nonparametric Test

One factor with two treatments t− test Mann-Whitney test

One factor with more than two treatments Paired t− test Wilcoxon test

Two factors with two treatments ANOVA Kruskal-Wallis test

More than two factors each with two treatments ANOVA Friedman test

2.9 Concluding Remarks

In this chapter we presented the theoretical foundations necessary for the understanding of

this work. Our investigation is focused on functional approaches, more specifically MBT

approaches, to reduce the generated test suites from the complete test suite that covers a

given set of test requirements. As the inputs are LTS and ALTS specifications, then we

present the most common transition-based coverage criteria that can be used to define test

requirements. Furthermore, we present five distance functions that may be used to calculate

the similarity degree between pairs of test cases considering the repetition of transitions.

In this work, we perform experimental studies in order to investigate the effectiveness of

distance functions for our test suite reduction strategy based on similarity in the context of

MBT, and to evaluate and analyse our proposal given other well-known reduction heuristics

with respect to different coverage criteria.



Chapter 3

Similarity-based Test Suite Reduction

In this chapter, we present a new strategy for test suite reduction based on similarity of test

cases which allows the use of single or multiple coverage criteria in the MBT context. The

idea of this strategy is to keep the most different ones in the test suite that together can meet a

set of test requirements from the identification of the degree of similarity among all the pairs

of test cases. In turn, we present our function for measuring the similarity degree between

two test cases that considers repetition of transitions. Additionally, further coverage criteria

can be used to improve diversity of test cases of the reduced test suite by avoiding severe

reduction.

3.1 The Proposed Strategy

Based on the problem presented in Section 1.1, the goal of our strategy is to reduce the test

suite based on the degree of similarity among the test cases. The reduced test suite satisfies

the same set of test requirements as the complete one. Our strategy to reduce the test suite

size (abbreviated as Sim) is presented in Listing 3.1. Hence, to apply our reduction strategy,

the following inputs are necessary:

• Test Suite: The set of test cases that should be reduced;

• Coverage Criteria: The ordered list of coverage criteria. This list must be defined

from the weakest to the strongest for a same family of coverage criteria, for instance,

all-states, all-transitions, and all-transition-pairs. In case of incomparable criteria, a

37
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random choice is made. For each test coverage criterion, a set of test requirements that

should be covered from reduced test suite is generated;

• Similarity Function: The function used to calculate the similarity degree between

two test cases. To present an overview of the similarity degree between all test case

pairs of a test suite, Cartaxo [Cartaxo 2011] proposed the Similarity Matrix. This

matrix is assembled by applying the similarity function for each pair of test cases in

the test suite;

• Choice Function: The function that defines the order of analysis of a pair of test

cases, i.e., when a pair of test cases is chosen from the matrix, this function defines

which of the two test cases will be analysed first.

The Listing 3.1 presents the steps of our reduction strategy. The first loop is used to select

additional test cases into the reduced suite by using several test coverage criteria. For each

test coverage criterion, a set of test requirements is obtained. Then, the idea is to analyze

all the values on the matrix starting from the highest value, considering only the test cases

that were not yet selected, and verify whether even with the removal of the chosen test case

from the complete test suite, the coverage of test requirements remains 100% of the test

requirements of the current coverage criterion. For this, the similarity matrix is created from

the test cases that were not yet selected based on similarity function previously defined (lines

2 – 5). Then, in the second loop the allMarkedPairs method (line 6) verifies that all

similarity degree existing on the matrix were already analysed.

Inside the repeating structure (lines 6 – 25), the first step is to find the two most similar

test cases in the test suite from the highest value on the similarity matrix (line 7). Whenever

a tie exists among highest value, one pair is randomly chosen. In the second step, the order

of analysis of these two test cases is defined by the choice function (lines 8 and 9). For

example, this function may be chosen based on assumptions. For instance, the test case

to be analysed first should be that one that has more transitions because they may have

the chance to uncover more failures. In the next step (lines 10 – 22), the first test case

chosen is removed from the test suite. Afterwards, we check if the union of these test cases

that were not yet removed from the reduced test suite satisfies all the test requirements of

the current test coverage criterion (satisfyAllTestRequirements method). If all
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Listing 3.1 Similarity-based test suite reduction strategy

input: complete test suite (TS), ordered list of coverage criteria (criteria), similarity function (sf )

and choice function (cf )

output: reduced test suite (RS)

1: RS ← {}

2: for all c in criteria do

3: reqs ← getTestRequirements(c, TS) {test requirements satisfied by

complete test suite from the c coverage criterion}

4: RSc ← TS −RS {test suite to be reduced for c criterion}

5: matrix ← createMatrix(RSc, sf) {similarity matrix based on similarity

function of the test suite to be reduced}

6: while (!allMarkedPairs(matrix)) do

7: pair ← matrix.getAllMaxV alues().shuffle.get(0) {the most similar pair of

test cases}

8: firstTestCase← getF irstTestCase(pair, cf)

9: secondTestCase← getSecondTestCase(pair, cf)

10: RSc.remove(firstTestCase)

11: if (satisfyAllTestRequirements(RS ∪RSc, reqs)) then

12: matrix.remove(firstTestCase)

13: else

14: RSc.add(firstTestCase)

15: RSc.remove(secondTestCase)

16: if (satisfyAllTestRequirements(RS ∪RSc, reqs)) then

17: matrix.remove(secondTestCase)

18: else

19: RSc.add(secondTestCase)

20: matrix.markedPair(pair)

21: end if

22: end if

23: end while

24: RS ← RS ∪RSc

25: end for

26: return orderTestSuite(RS)
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the requirements are satisfied, the first test case chosen is also removed from the similarity

matrix. Otherwise, the first test case is added back to the test suite, and then the other one

(the second test case chosen) is removed from the test suite in a similar way. If the two test

cases cannot be removed from the test suite, then the pair of test cases is marked as analyzed.

While all similarity matrix is not completely analyzed, new pairs of test cases continue to be

selected, removed and tested in the similarity matrix. Afterwards, the additional test cases

for these test requirements are added in the reduced test suite (line 24). Finally, the test

cases of the reduced test suite are put in order from the smallest value related to the sum

of the similarity degrees of one test case with all the other test cases to the largest value by

orderTestSuite method (line 26).

Regarding the complexity analysis of Listing 3.1, we are able to observe a repeating

structure (forall command in line 2) that repeats m times, where m is the number of

coverage criteria. In line 5 (while command), we can observe a loop that is executed for

the worst case n−1 times, where n is the number of test cases in the test suite. Furthermore,

within each iteration this loop, the method getAllMaxValue in line 6 to search the matrix

for the highest similarity values is executed for the worst case n2−n
2

times, where n is the

number of test cases in the test suite. In line 26, the sorting algorithm has a worst-case

running time of O(n2). Therefore, the Listing 3.1 has a complexity of O((m × (n − 1) ×

(n
2−n
2

)) + n2) = O((m× (n
3−2n2+n

2
)) + n2) = O((m× n3) + n2) = O(n3).

3.2 Our Similarity Function

Cartaxo et al. [Cartaxo et al. 2011] define a redundancy measure that calculates the similarity

degree between two test cases defined as paths. The degree is measured as the number of

identical transitions divided by the average of path length as shown by following function:

SF (i, j) =
nit(i, j)

avg(|i|, |j|)

where:

• nit(i, j) is the number of identical transitions between the two test cases;

• avg(|i|, |j|) is the average between the paths length.
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In this work, we expect that the result of a similarity function considering two inputs is

a real value normalized in the range [0, 1], where 0 means that there is no similarity between

inputs and 1 means that the inputs are equal. However, the result of this function can be

greater than 1 for inputs considering repeated transitions, i.e., if a loop is traversed more

than once. For instance, the similarity degree between t2 = a, b, f, g, h, i, g, h, i and t5 =

a, b, f, g, e, f, g, h, i is calculated as follows:

SF (t2, t5) =
nit(t2, t5)

avg(|t2|, |t5|)
=

12

avg(9, 9)
= 1.333

To address this limitation, we present here an extension of this redundancy measure that en-

sures that the degree of similarity between test cases without repeated transitions is identical

to the value calculated by the original function. The key idea is to consider the relation be-

tween the number of identical transitions of a path and their correspondent occurrences in

both test cases (pairs) with average path lengths and set of distinct transitions. Thus, to calcu-

late the similarity degree between two test cases i and j, considering repetition of transitions,

we propose the following function:

SF (i, j) =
|sit(i, j)|

avg(|sdt(i)|, |sdt(j)|)
+

nip(i, j)

avg(|i|, |j|)

where:

• sit(i, j) is the set of identical transitions between two test cases, i.e., the intersection

between sdt(i) and sdt(j);

• nip(i, j) is the number of identical transition pairs between the two test cases;

• sdt(i) is the set of distinct transitions in the i test case.

The average between the number of identical transition pairs (nip) plus the size of the

set of identical transitions (sit) between two test cases calculates how much a test case is

similar to another one considering repeated transitions. This value is divided by the average

between the averages of the paths length and the set of distinct transitions (sdt) in order to

balance the similarities between two test cases. The time complexity is O(|i|+ |j|).

For example, the similarity degree between t2 = a, b, f, g, h, i, g, h, i and t5 =

a, b, f, g, e, f, g, h, i is calculated as follows:
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• Set of distinct transitions:

– |sdt(t2)| = |{a, b, f, g, h, i}| = 6;

– |sdt(t5)| = |{a, b, f, g, e, h, i}| = 7;

• Set of identical transitions:

– |sit(t2, t5)| = |sdt(t2) ∩ sdt(t5)| = |{a, b, f, g, h, i}| = 6;

• Number of identical transition pairs:

– nip(t2, t5) = 4, as presented in Table 3.1;

Table 3.1: Identical transition pairs

Identical Number of transitions Identical transition pairs

transitions t2 t5 (minimun between t2 and t5)

a 1 1 1

b 1 1 1

f 1 2 1

g 2 2 2

h 2 1 1

i 2 1 1

Number of identical transition pairs 7

• Paths length: |t2| = 9 and |t5| = 9.

Then,

SF (t2, t5) =
|sit(t2, t5)|

avg(|sdt(t2)|, |sdt(t5)|)
+

nip(t2, t5)

avg(|t2|, |t5|)
=

6

avg(6, 7)
+

7

avg(9, 9)
=

13

15.5
= 0.8387

Hence, the similarity degree of the test cases t2 and t5 is 83.87%.

3.3 Example

In order to illustrate the strategy, we consider the following inputs to apply our reduction

strategy:
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• Test Suite: Test suite described in Table 2.1 in Section 2.3;

• Coverage Criteria: Ordered list with all-transitions and all-transition-pairs criteria

(bi-criteria);

• Similarity Function: Our similarity function proposal in Section 3.2;

• Choice Function: The choice function used is based on the number of transitions.

The key idea of this choice function is to compare the size of the test cases and to

keep in the matrix the test case that has more transitions, since it can represent the

highest functionality coverage. If the lengths are the same, one of them is taken to be

analysed randomly. It is important to remark that the well-known reduction heuristics

in literature often select the test cases to compose the reduced suite among the ones

that cover more test requirements.

In turn, all similarity degrees among all pairs of test cases are presented by a similarity

matrix, presented in SM 3.1.

SM =











































































t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13

t1 0.381 0.444 0.667 0.364 0.471 0.000 0.222 0.000 0.333 0.000 0.235 0.000

t2 0.889 0.593 0.839 0.615 0.640 0.444 0.593 0.000 0.593 0.308 0.320

t3 0.667 0.857 0.696 0.545 0.500 0.667 0.000 0.667 0.348 0.364

t4 0.714 0.870 0.182 0.500 0.500 0.444 0.500 0.696 0.545

t5 0.815 0.462 0.571 0.714 0.182 0.714 0.444 0.538

t6 0.190 0.348 0.522 0.235 0.522 0.545 0.667

t7 0.727 0.727 0.250 0.727 0.381 0.400

t8 0.833 0.667 0.833 0.696 0.545

t9 0.444 1.000 0.696 0.727

t10 0.444 0.706 0.500

t11 0.696 0.727

t12 0.857

t13











































































(3.1)

By applying of Listing 3.1, we have:

1◦ coverage criterion. Sim is applied considering all-transitions as coverage criterion

(see Table 2.2 (a)).

1. The maximum value of the similarity matrix is 1.000 for the pair of test cases

{t9, t11}. As the two test cases have the same length, an arbitrary choice is made.
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t11 is chosen and removed. Then, we removed t11 from the similarity matrix since

RS ′ = {t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t12, t13} satisfies all requirements;

2. Now, the maximum value of the similarity matrix is 0.889 for the test cases

{t2, t3}, and we removed t3 because it has less transitions. Then RS ′ =

{t1, t2, t4, t5, t6, t7, t8, t9, t10, t12, t13} satisfies all requirements, and we removed

t3 from the similarity matrix;

3. The next maximum value is 0.87 for the test cases {t4, t6}. As the two test cases

have the same length, an arbitrary choice is made. t4 is chosen and removed.

Thus, RS ′ = {t1, t2, t5, t6, t7, t8, t9, t10, t12, t13} satisfies all requirements, and

we removed t4 from the similarity matrix;

4. Now, the maximum value of the similarity matrix is 0.839 for the test cases

{t2, t5}. As the two test cases have the same length, an arbitrary choice is made.

t2 is chosen and removed. Then RS ′ = {t1, t5, t6, t7, t8, t9, t10, t12, t13} satisfies

all requirements, and we removed t2 from the similarity matrix;

5. The next maximum value is 0.833 for the test cases {t8, t9}. As the two test

cases have the same length, an arbitrary choice is made. t9 is chosen and re-

moved. Thus, RS ′ = {t1, t5, t6, t7, t8, t10, t12, t13} satisfies all requirements, and

we removed t9 from the similarity matrix;

6. Now, the maximum value of the similarity matrix is 0.815 for the test cases

{t5, t6}, and we removed t6 because it has less transitions. Then RS ′ =

{t1, t5, t7, t8, t10, t12, t13} satisfies all requirements, and we removed t6 from the

similarity matrix;

7. The next maximum value is 0.727 for the test cases {t7, t8}. As the two test cases

have the same length, an arbitrary choice is made. t8 is chosen and removed.

Thus, RS ′ = {t1, t5, t7, t10, t12, t13} satisfies all requirements, and we removed

t8 from the similarity matrix;

8. Now, the maximum value of the similarity matrix is 0.706 for the test cases

{t10, t12}, and we removed t10 because it has less transitions. Then RS ′ =

{t1, t5, t7, t12, t13} satisfies all requirements, and we removed t10 from the simi-

larity matrix;
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9. The next maximum value is 0.538 for the test cases {t5, t13}, and we removed t13

because it has less transitions. Then RS ′ = {t1, t5, t7, t12} satisfies all require-

ments, and we removed t13 from the similarity matrix;

10. Now, the maximum value of the similarity matrix is 0.462 for the test cases

{t5, t7}, and we removed t7 because it has less transitions. Then RS ′ =

{t1, t5, t12} satisfies all requirements, and we removed t7 from the similarity ma-

trix;

11. The next maximum value is 0.444 for following test cases {t5, t12}, and we re-

moved t12 because it has less transitions. However, RS ′ = {t1, t5} does not sat-

isfy all requirements, then t12 is added in RS and not removed from the similarity

matrix. Subsequently, t5 is removed, and as RS ′ = {t1, t12} does not satisfy all

requirements, then t5 is added in RS ′ and not removed from the similarity matrix,

and this pair ({t5, t12}) is marked. Then, RS ′ = {t1, t5, t12};

12. Finally, the last maximum value is 0.364 for the test cases {t1, t5}, and we re-

moved t1 because it has less transitions. Then RS ′ = {t5, t12} satisfies all re-

quirements, and we removed t1 from the similarity matrix. Since all pairs are

marked, and thus satisfied, the algorithm stops;

2◦ coverage criterion. Sim is applied considering all-transition-pairs as cov-

erage criterion (see Table 2.2 (b)), considering the test suite TS =

{t1, t2, t3, t4, t6, t7, t8, t9, t10, t11, t13} to be reduced, and only the test requirements not

coverage by RS ′ = {t5, t12}, in this case are (b, c), (d, h) and (i, g).

1. The maximum value of the similarity matrix is 1.000 for the pair of test cases

{t9, t11}. As the two test cases have the same length, an arbitrary choice is made.

t9 is chosen and removed. Then, we removed t9 from the similarity matrix since

RS ′ = {t1, t2, t3, t4, t6, t7, t8, t10, t11, t13} satisfies all requirements;

2. Now, the maximum value of the similarity matrix is 0.889 for the test cases

{t2, t3}, and we removed t3 because it has less transitions. Then RS ′ =

{t1, t2, t4, t6, t7, t8, t10, t11, t13} satisfies all requirements, and we removed t3

from the similarity matrix;
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3. The next maximum value is 0.870 for the test cases {t4, t6}. As the two test

cases have the same length, an arbitrary choice is made. t4 is chosen and re-

moved. Thus, RS ′ = {t1, t2, t6, t7, t8, t10, t11, t13} satisfies all requirements, and

we removed t4 from the similarity matrix;

4. Now, the maximum value of the similarity matrix is 0.833 for the test cases

{t8, t11}. As the two test cases have the same length, an arbitrary choice is made.

t8 is chosen and removed. Then RS ′ = {t1, t2, t6, t7, t10, t11, t13} satisfies all

requirements, and we removed t8 from the similarity matrix;

5. The maximum value of the similarity matrix is 0.727 for the pair of test cases

{t7, t11} and {t11, t13}. As there was a tie, we randomly chose {t11, t13}. As the

two test cases have the same length, an arbitrary choice is made. t11 is chosen

and removed. Then RS ′ = {t1, t2, t6, t7, t10, t13} satisfies all requirements, and

we removed t11 from the similarity matrix;

6. Now, the maximum value of the similarity matrix is 0.667 for the test cases

{t6, t13}. As the two test cases have the same length, an arbitrary choice is

made. t13 is chosen and removed. Then RS ′ = {t1, t2, t6, t7, t10} satisfies all

requirements, and we removed t13 from the similarity matrix;

7. The maximum value of the similarity matrix is 0.640 for the test cases {t2, t7},

and we removed t7 because it has less transitions. As RS ′′ = {t1, t2, t6, t10}

does not satisfy all requirements ((b, c), (d, h) and (i, g)), then t7 is added in

RS ′′ and not removed from the similarity matrix. After this, t2 is removed, and

RS ′′ = {t1, t6, t7, t10} satisfies all requirements, then we removed t2 from the

similarity matrix;

8. Now, the maximum value of the similarity matrix is 0.471 for the test

cases {t1, t6}, and we removed t1 because it has less transitions. However,

RS ′′ = {t6, t7, t10} does not satisfy all requirements, then t1 is added in

RS ′′ and not removed from the similarity matrix. After this, t6 is removed, and

RS ′′ = {t1, t7, t10} satisfies all requirements, then we removed t6 from the

similarity matrix. Then,RS ′′ = {t1, t7, t10};

9. The next maximum value is 0.333 for the test cases {t1, t10}. As the two test cases
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have the same length, an arbitrary choice is made. t10 is chosen and removed.

However, RS ′′ = {t1, t7} satisfies all requirements, and we removed t10 from

the similarity matrix;;

10. Now, the next maximum value is 0.000 for the test cases {t1, t7}, and we removed

t1 because it has less transitions. As RS ′′ = {t7} does not satisfy all require-

ments, then t1 is added in RS ′′ and not removed from the similarity matrix. After

this, t7 is removed, and RS ′′ = {t1} does not satisfy all requirements, then t7 is

added in RS ′′ and not removed from the similarity matrix, and this pair ({t1, t7})

is marked. Since all pairs are marked, and thus satisfied, the algorithm stops;

Reduced test suite. Finally, RS = RS ′∪RS ′′ is ordered from the test case with least

similarity to the test case with most similarity. Thus, RS = {t1, t7, t12, t5}.

3.4 Concluding Remarks

This chapter presented a new strategy for similarity-based test suite reduction which allows

the application of multiple criteria in the MBT context, in order to obtain the reduction of

a test suite while simultaneously trying to maximize the fault coverage. For this, the key

idea is to reduce the test suite from the removal of the most similar test cases with the use

of multiple criteria to improve diversity of the test cases selected, and maintain 100% of the

test requirements covered.

Consider our running example presented in Section 1.1, we applied our reduction strategy

1,000 times. The rate of reduction for our reduction strategy considering all-transitions and

all-transition-pairs as coverage criterion is similar to the G, GE, GRE and HGS heuris-

tics (84.62 and 69.23%, respectively). In turn, considering bi-criteria as coverage criterion

presents the best percentage for fault coverage, in average 60.10%, as opposed to 29.43 and

52.46% for all-transitions and all-transition-pairs, respectively, as presented in Table 3.2.

Furthermore, it is important to say that our strategy have a lower rate of scattering for all

coverage criteria, when compared to the heuristics G, GE, GRE and HGS. The rate of

reduction that reaches 100% fault coverage for all-transitions, all-transition-pairs and bi-

criteria are, respectively, 34.94, 46.61 and 46.89%.
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Table 3.2: Frequency of detection of each fault for Sim (%)

All-transitions All-transition-pairs Bi-criteria

Fault 01 Fault 02 Fault 03 Fault 01 Fault 02 Fault 03 Fault 01 Fault 02 Fault 03

t5 t7 t10 t5 t7 t10 t5 t7 t10

50.6 35.0 34.2 50.5 67.6 39.3 70.0 64.1 46.2

Hence, the similarity-based reduction strategy aims at addressing the limitations dis-

cussed in Chapter 1 by applying the following:

• Fault missing: According to Black et al. [Black et al. 2004], when applying test suite

reduction there is the possibility that a test case considered redundant from a cover-

age perspective is not included in the reduced suite, even though this test case failed.

Therefore, many times the reduction strategies may eliminate desirable test cases. In

this sense, Sim is a multi-criteria strategy where a weaker criteria and a stronger cri-

teria are applied in other to improve diversity by avoiding severe reduction. The idea

is that, even though extensive redundancy must be avoided, a little redundancy in the

reduced suite may improve its chances of covering a fault from the use of multiple

criteria;

• Fault scattering: Primarily, Sim applies a similarity function in order to guide the

choice of the most different test cases, instead of metrics such as size and essential-

ness. The use of similarity functions to compare test cases during test selection has

already proved to be effective in promoting diversity and therefore improving fault de-

tection [Hemmati and Briand 2010]. The reason is that the most redundant test cases

w.r.t. the reduced suite, will be the less likely ones to be included, in crescent order of

the degree of similarity.

In the following chapters, we investigate whether the choice of a distance function can

influence on the performance of our reduction strategy (Sim). Afterwards, we conduct an

experimental study with Sim and other redution heuristics by varying the coverage criteria

from single to bi-criteria.



Chapter 4

Investigating Distance Functions for

Similarity-based Test Suite Reduction

Strategy

In this chapter, we present an investigation about the effectiveness of distance functions for

test suite reduction in the context of MBT with respect to suite size reduction and fault

coverage. Moreover, we observe the stability of the strategy when considering different

functions according to different subsets of test cases and faults. In this sense, we apply our

reduction strategy based on similarity presented in Chapter 3 by considering six distance

functions: our function (Similarity Function) presented in Section 3.2, and five well-known

functions in literature, Levenshtein distance, Sellers algorithm, Jaccard index, Jaro distance,

and Jaro-Winkler distance, presented in Section 2.6. This chapter summarizes the study

presented in [Coutinho et al. 2014].

4.1 Motivation

Intuitively, the choice of a distance function may directly influence on the performance of

our reduction strategy. For instance, the function can tune a strategy to an extent in which

it becomes capable of revealing differences that may speed up the achievement of coverage

and at the same time diversifying the choice of test cases for improving fault coverage. An-

other important issue is that since reduction strategies often face draws and handle them by

49
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random selection, distance functions may also influence on the stability of the strategy, that

is, how variable are the results obtained in relation to selected test cases and fault coverage

by subsequent runs of the strategy.

Applications of distance functions spread across different contexts such as medicine [Fe-

lipe et al. 2003], speech [Thakur and Sahayam 2013] and image [Felipe et al. 2006]

recognition. Moreover, there are many distance functions proposed in the literature, usu-

ally applied to specific applications or contexts where they are recognized as more effec-

tive [Akleman and Chen 1999]. For instance, the use of distance functions and equiva-

lence relations is the basis of several fault localization strategies [Renieres and Reiss 2003;

Xie et al. 2013].

More specifically, in the context of software testing, efforts have already been made

to compare distance functions for both test case selection [Hemmati et al. 2013] and

prioritization [Ledru et al. 2009]. On the one hand, empirical studies have already

shown that the choice of the function may influence on fault detection capability for

the general test selection and test case prioritization problems [Yoo and Harman 2012;

Hemmati et al. 2013]. Particularly, Hemmati et al. [Hemmati et al. 2013] present a study

on test selection strategies based on similarity where they consider the choice of different

distance functions combined with other parameters to decide on the best strategy for test

case selection. Among the results on 320 variants applied to two industrial case studies,

top candidates emerge, even though differences found are minor. Generally, studies point to

the need for more investigation. On the other hand, to the best of our knowledge, there are

no studies comparing the effectiveness of distance functions applied to test suite reduction

strategies for MBT. Different from test selection strategies where the tester may decide on

the number of test cases to select, test suite reduction strategies rely on requirements cover-

age. In this sense, the choice of a distance function may influence on the size of the reduced

suite as it may or not optimize coverage.

In order to investigate the influence in the choice of distance functions to reduce test

suites, we perform three empirical studies. The first two, that will be presented in Sec-

tion 4.2, are controlled experiments focusing on two real-world applications with real faults,

and 10 synthetic specification models automatically generated from the configuration of each

application with the sets of faults randomly defined for each generated model according to
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the obtained percentage of faults from each correspondent real-world specification. As cov-

erage criterion for the reduction strategy, we choose all-transition-pairs criterion [Utting and

Legeard 2007]. This criterion is satisfied if all pairs of adjacent transitions in the specifica-

tion are traversed at least once [Utting and Legeard 2007]. In the third study, presented

in Section 4.3, we apply the reduction strategy to two versions of a real-world industrial

application with real faults collected from manual execution of test cases.

4.2 Experimental Studies

This section presents the experimental studies and the obtained results of the execution.

The next subsection describes the activities performed to define and execute the studies.

Afterwards, the results and analysis are presented.

4.2.1 Experiment Planning

In this section, we present the definition of two empirical studies to assess the effectiveness of

different distance functions applied in the scope of the similarity-based strategy for test suite

reduction presented in Section 3. Both studies focus on considering a real-world application

model and real faults experienced during test execution. The idea is to consider two different

real settings of application model and fault detection percentage in order to investigate the

functions in a controlled way.

The first empirical study focus on a version of the PDFSam tool1. This applica-

tion has few essential test cases and, consequently, a great potential for reduction. The

second empirical study focus on a version of the TaRGeT tool [Nogueira et al. 2007;

Ferreira et al. 2010] composed mostly of essential test cases, making the reduction task

harder.

Definition

As mentioned before, the goal of these empirical studies is to investigate distance functions

to measure similarity between two test cases to assess the effectiveness when applied in a

1http://www.pdfsam.org/
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test suite reduction strategy based on similarity. For this, we observe, for the reduced suite,

the size and fault coverage. Based on this goal, our general hypothesis is that

“Test suite reduction strategies based on similarity show a different performance regarding

size and fault coverage of the reduced suite depending on the distance function used.”

Furthermore, we analyze the results considering the point of view of the tester (responsi-

ble for the testing process) in the context of MBT.

Planning

In the phase of planning, we define context selection, variables, hypothesis, instrumentation,

design, and threats to validity as follows.

Context Selection Following the dimensions proposed by Wohlin et al., presented in Sec-

tion 2.7, the studies are off-line, i.e., we perform them in laboratory, which is not a real

industrial environment. For more general results, an experiment should be performed in real

settings (online). Each empirical study has as inputs to the reduction strategy (with the differ-

ent distance functions) one real-world application (real problems) and 10 synthetic automat-

ically generated specifications. These specifications are randomly generated by considering

the same configuration of the respective real-world application such as depth, number of

forks, number of transitions of forks, number of joins, number of transitions of joins, and

number of paths with loop. Since these empirical studies focus only on two sets of different

configurations, those studies can be characterized as a specific.

Variables Selection The dependent and independent variables that compose our studies are

defined as follows:

• Independent variables

– Test requirements: all-transition-pair coverage;

– Test suite reduction strategy: Similarity-Based Test Suite Reduction Strategy

(Sim);
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– Distance functions: functions to measure the similarity degree between two test

cases applied in the reduction strategy. In this work, we analyze the functions:

∗ Jac: Jaccard index (Section 2.6.1);

∗ Jaro: Jaro distance (Section 2.6.2);

∗ JW: Jaro-Winkler distance (Section 2.6.3);

∗ Lev: Levenshtein distance (Section 2.6.4);

∗ Sel: Sellers algorithm (Section 2.6.5);

∗ SF: Similarity function (Section 3.2).

– Choice function: the order of analysis of these two test cases is defined according

to their path lengths. Then, the test case with the lower number of transitions is

the first to be analyzed. If the test cases have the same length, one of them is

chosen randomly;

– Faults: the faults revealed by the test suite. For the synthetic models, faults are

automatically defined considering the same pattern of the real models: a test case

fails due to one fault (one-to-one relationship);

• Dependent variables

– Suite Size Reduction (SSR): percentage of the number of test cases removed

from the complete test suite.

SSR =
|TS| − |RS|

|TS|
× 100%

where |TS| is the number of test cases in the complete test suite and |RS| is the

number of test cases in the reduced test suite;

– Fault Coverage (FC): percentage of the total number of faults uncovered by the

reduced test suite:

FC =
|FRS|

|FTS|
× 100%

where |FTS| is the number of faults revealed by the complete test suite and |FRS|

is the number of faults revealed by the reduced test suite.
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Hypothesis Formulation The experiment definition is formalized into hypotheses that are

tested during the analysis of the experiment. Based on the goal of the empirical studies, for

each dependent variable (SSR and FC), we define two hypotheses as follows2:

1. SSR: A null hypothesis (H0
1 ): all distance functions have the same behavior regarding

suite size reduction; An alternative hypothesis (H1
1 ): all distance functions have a

different behavior regarding suite size reduction.

H0
1 : SSRJac = SSRJaro = SSRJW = SSRLev = SSRSel = SSRSF

H1
1 : SSRJac 6= SSRJaro 6= SSRJW 6= SSRLev 6= SSRSel 6= SSRSF

2. FC: A null hypothesis (H0
2 ): all reduction strategies have the same behavior regarding

the rate of fault coverage; An alternative hypothesis (H1
2 ): all reduction strategies have

a different behavior regarding the rate of fault coverage.

H0
2 : FCJac = FCJaro = FCJW = FCLev = FCSel = FCSF

H1
2 : FCJac 6= FCJaro 6= FCJW 6= FCLev 6= FCSel 6= FCSF

Instrumentation The instruments of the experiments are defined as follows.

1. Objects: 1 real-world and 10 synthetic automatically generated LTS specifications for

each empirical study (22 specification models in total);

2. Guidelines: since the strategy does not require people (subjects) to configure them, no

guideline is used;

3. Measurements: the LTS-BT tool [Cartaxo et al. 2008] is used to support the experi-

ments execution and data collection.

The two real-world specifications selected for each empirical study are briefly described

as follows:

• PDFSam: an open-source tool used to split and merge pdf documents;

• TaRGeT: an application that generates test cases from use case documents in a MBT

process.

2Note that equations expressed as a = b = c, represent a = b ∧ b = c ∧ a = c, and a 6= b 6= c, represent

a 6= b ∨ b 6= c ∨ a 6= c.
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In these studies, we consider a specific version of each of the real-world applications in

which faults can be observed. For these versions, in order to generate the specification mod-

els, we consider a specification of software requirements written as use cases, by experienced

testers, using the use case template of the TaRGeT tool. As output, the TaRGeT tool returns

an LTS model that represents the execution flows of the use cases. It is important to remark

that the version of TaRGeT we consider as object of the study is different from the one we

use for generating the models. The latter is a stable and deployed one. Furthermore, we

collect the faults considered in the studies by manually executing the version under testing

and manually identifying faults from failures.

Table 4.1 presents the configuration of the real specification models, defined as: i) struc-

tural measures (based on the concepts presented in Section 2.2.2); ii) the number of test cases

generated by the LTS-BT tool considering all-one-loop-paths coverage criteria; iii) the num-

ber of essential test cases; iv) the number of faults detected. Notice that the two real-world

specifications have a different number of faults. This is due to the fact that we consider only

and exactly the real faults detected in order to make the results resemble the practice. More-

over, it is important to remark that for each real-world specification, each fault is revealed by

a distinct failure (test case).

Table 4.1: Basic configuration of the two real-world specifications

PDFSam TaRGeT

Depth 18 8

Paths with loop 5 0

Forks 15 26

Transitions of forks 41 101

Joins 11 16

Transitions of joins 34 42

Test cases (one expansion) 137 82

Essentials Test Cases 0 62

Faults 5 13

Failures 5 13

From the configurations of each real-world model, we generate 10 synthetic LTS models

based on the strategy presented by Oliveira et al. [Oliveira Neto et al. 2013]. The LTS



4.2 Experimental Studies 56

generator receives as input the depth, the number of transitions of joins, joins, transitions

of forks, forks, and paths of loops for each real-world specification. Then, it generates a

number of different models (10 in this study) for each configuration.

Table 4.2 presents the number of test cases generated, essential test cases, and faults

generated for each synthetic model. Notice that they resemble the correspondent real one.

Table 4.2: Comparing test case and fault metrics of the synthetic LTS specifications to the corre-

sponding real specification ones

Configuration # Test Cases Essentials (%) Faults (%)

PDFSam

real 137 0 (0.00) 5 (3.65)

01 181 0 (0.00) 7 (3.86)

02 189 1 (0.53) 7 (3.70)

03 181 1 (0.55) 7 (3.86)

04 150 1 (0.67) 5 (3.33)

05 110 2 (1.82) 2 (3.63)

06 155 4 (2.58) 6 (3.87)

07 105 3 (2.86) 4 (3.80)

08 103 4 (3.88) 4 (3.88)

09 97 4 (4.12) 4 (4.12)

10 100 7 (7.00) 4 (4.00)

TaRGeT

real 82 62 (75.60) 13 (15.85)

01 88 50 (43.48) 18 (15.65)

02 103 46 (44.66) 16 (15.53)

03 99 57 (57.58) 16 (16.16)

04 94 55 (58.51) 15 (15.95)

05 88 57 (64.77) 14 (15.90)

06 87 57 (65.52) 14 (16.09)

07 88 59 (67.05) 14 (15.90)

08 86 64 (74.42) 14 (16.27)

09 84 63 (75.00) 13 (15.47)

10 88 67 (76.14) 14 (15.90)

For the synthetic models, we randomly selected a number of test cases that fail and

associated each failure with a fault to follow the same pattern of the real models. Moreover,

the number of failures/faults approximates the percentage of faults of the real applications
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w.r.t. the number of test cases (PDFSam configuration: 3.65% and TaRGeT configuration:

15.85%). Likewise, the percentage of essential test cases is also an approximation, but it

lacks a little bit of precision due to the fact that distribution of essential test cases depends

on the model and we did not control it directly. However, variation is low: the percentage

of essential test cases ranges from 0% and 7% for PDFSam configuration and from 44.66%

and 89.87% for TaRGeT configuration.

Experimental Design In this investigation, there is one experimental study of one factor

(distance function applied in the reduction strategy) with more than two treatments (the six

distance functions investigated) for each specification. Thus, there are 11 experimental stud-

ies for each empirical study (10 synthetic specifications and 1 real specification). These ex-

perimental studies are structured in two experimental designs, i.e., one experimental design

for each metric observed (SSR and FC) as illustrated in Figure 4.1.

Test Suite i

Faults i

% failures

Experimental Study i
SSR

FC

Reduction Strategy and Distance Function

Se
l

Ja
c

JW Le
v

SF

Test Requirements i

all-transition-pairs

Specification i

Figure 4.1: Schema of the experimental study for each input specification

As suggested in literature for experimental studies, we choose a confidence level of 95%.

Then, we use α = 0.05 whenever referring to statistical significance. Moreover, in order to

obtain conclusions with statistical significance, the minimum sample size must be calculated.

Thus, we execute the six distance functions 40 times to calculate the number of replications

required (n), according to Jain [Jain 1991], for each metric in each one of the experimental

study as follows:

n =

(

100.z.s

r.x

)2
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Where:

• z is a standard value from the normal distribution table, for a 95% confidence level

z = 1.96;

• s is the standard deviation from the sample;

• r is the desired accuracy (α = 0.05, then r = 5);

• x is the mean of the sample.

For each empirical study, we consider that the number of necessary replications is the

highest value defined between the metrics SSR and FC for all specifications, as summa-

rized in Table 4.3. Note that only the highest value for each metric in each empirical study

is presented. For the configuration of the PDFSam application, the number of replications

required is defined by the JW (Jaro-Winkler distance) function for Specification 02, observ-

ing the FC metric. In this case, we consider 62,000 replications of each distance function

for each specification. In the configuration of TaRGeT, the highest value defined among the

metrics (SSR and FC) of all specifications defined by SF (Similarity Function) for Specifi-

cation 02, observing the FC metric. Therefore, for the configuration of TaRGeT, we consider

approximately 40 replications of each distance function for each specification.

Table 4.3: Mean, standard deviation and the highest number of necessary replications for each metric

and each application

PDFSam TaRGeT

Metric SSR FC SSR FC

Distance Function Jaro JW SF SF

Specification 10 02 08 02

Mean (x) 80.225 0.3571 15.813 68.281

Standard Deviation (s) 0.7675 2.2587 0.7354 9.3227

Necessary Replications (n) 0.1406 61465.6 3.3232 28.645

Operation

To execute these empirical studies, we implemented an LTS generator as proposed by

Oliveira et al. [Oliveira Neto et al. 2013] to automatically generate the different specifi-

cations according to specific configurations. Furthermore, it was necessary to implement the
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distance functions and the code to collect the data during the execution of the experiment.

We implemented them in the Java programming language3. Following this, we use the LTS-

BT tool to generate test cases. Furthermore, we perform each step of the experiment for the

maximum number of times defined among the metrics, using a machine with Intel Core(TM)

i5 3.10 GHz, 8GB RAM running GNU Linux.

Threats to Validity

An important question concerning the results of the empirical studies are the potential threats

to the validity that may negatively influence on the results, presented in Section 2.7.

The statistical tests used represent the main threat to conclusion validity. To deal with this

threat, the number of executions of the experiments for each specification is eventually higher

than the amount defined in the sample size. In order to maintain the statistical significance

of the data, all analysis consider the confidence level of 95%, according to the suggestions

for conducting experiments on the statistical literature [Jain 1991]. Thus, this ensures that

we have a good conclusion validity.

A threat to internal validity is related to the control of the experiment. To make execution

of the reduction strategy for each distance function automatic, during the implementation

and execution of the strategies, we add control so that the execution environment would

not be influenced by other processes, programs, or the machine on which the experiment is

running. In these empirical studies, there are no people involved, and the same inputs (LTS

specifications) are applied for all the distance functions. Thus, this internal validity is not

considered critical.

For construct validity, the experiments setting is the main threat. To maintain the con-

struct validity, the experimenter cannot influence on the measures. To handle this, the syn-

thetic specifications are automatically generated from the configuration of real-world appli-

cations. Furthermore, our results rely on input specifications that have given a set of faults

that were randomly generated. The number of faults for each configuration is defined accord-

ing to the percentage of the real specification previously executed. In this real specification,

the set of real faults is identified after each test case is manually executed by experienced

software engineers.

3http://www.sun.com/java/
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Another threat to construct validity is when the measurements of the metrics (SSR and

FC) are not adequate. For this, these metrics are implemented according to the concepts

proposed in the literature. Moreover, the implementation of the distance functions is another

threat to validity. To deal with this, the distance functions are implemented according to

the algorithms described in Section 2.6. In order to maintain the validity of the data, it is

necessary to adapt the distance functions to calculate the degree of similarity between two

test cases for these empirical studies.

The objects used in these experiments are the main threat to external validity, particu-

larly, synthetic LTS specifications that are automatically generated, not representing a real

behavior, even though they are randomly generated considering the same configuration of

real applications. However, automation makes it possible to consider a number of specifica-

tions in a controlled way.

4.2.2 Analysis and Interpretation

The first step is to check whether data collected have a normal distribution for all specifi-

cations, considering the SSR and FC metrics. For this, we apply the Anderson-Darling

normality test, using the R tool4, considering the confidence level at 95% (significance level

is α = 0.05) [Jain 1991]. For the two empirical studies and all specifications, ρ-values are

smaller than the significance value (α = 0.05). Thus, we need to apply nonparametric tests.

Since each experimental design has a unique factor with more than two treatments, we ap-

ply the nonparametric Kruskal-Wallis test to check the null hypotheses. This test is used to

determine whether there are “significant” differences among the population medians. In the

next subsections, we present and discuss these results, considering each empirical study.

First Empirical Study – PDFSam Configuration

For specifications 4 and 8, we obtain ρ-values= 1.000 by executing the Kruskal-Wallis test

for both SSR and FC metrics. In other words, for these specifications and metrics, the

distance functions have the same behavior with 95% confidence level. For the other specifi-

cations, we obtain ρ-value = 0.0001 by executing the Kruskal-Wallis test. These values are

4http://www.r-project.org/
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smaller than the significance level (α = 0.05) for all data. Thus, all null hypotheses can be

rejected (H0
1 and H0

2 ), that is, for SSR and FC, the distance functions do not present the

same behavior.

Figure 4.2 presents the boxplots for SSR and FC considering the general average in

PDFSam configuration.
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Figure 4.2: Boxplots for SSR and FC considering the general average for PDFSam configuration

As there are overlaps in the boxplots, we apply the Mann-Whiney test (Wilcoxon-Mann-

Whitney test in R) between each pair of distance function. If the ρ-value < α for Mann-

Whitney tests, then null hypothesis can be rejected in favor of the alternative hypothesis. In

this case, the response variable tends to be either greater or smaller for one group in spite

of the other group. For the other cases, such as ρ-value ≥ α, the null hypothesis cannot be

rejected, and we conclude that the distance functions have similar behavior.

However, the Mann-Whitney test shows only whether there is a statistically significant

difference between two treatments. In order to clarify the magnitude of the treatment effect,

we use the Â12 effect size measure proposed by Vargha and Delaney [Vargha and Delaney

2000]. Considering two treatments X and Y , Â12 = 0.5 indicates that there is no difference

between the treatments X and Y , whereas Â12 > 0.5 indicates that X is superior to Y , and

Â12 < 0.5 indicates that Y is superior to X . Note that Â12 is between 0 and 1 and the

larger the effect size, the further away the value from 0.5 is. We follow the categories used

by Rogstad, Briand and Torkar [Rogstad et al. 2013], where they categorize the effect into
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Small < 0.10, 0.10 < Medium < 0.17 and Large > 0.17, the value being the distance

from 0.5. Table 4.4 shows the Mann-Whitney U-tests and Â12 effect size for each comparison

considering the general average in PDFSam configuration.

Table 4.4: Mann-Whitney and Â12 effect size measurements for general average in PDFSam config-

uration

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

Jac and Jaro 0.000 Jac Small (0.5127) 0.000 Jac Large (0.6945)

Jac and JW 0.000 Jac Small (0.5153) 0.000 Jac Large (0.6962)

Jac and Lev 0.000 Lev Small (0.4966) 0.000 Jac Medium (0.6365)

Jac and Sel 0.000 Sel Small (0.4967) 0.000 Jac Small (0.5993)

Jac and SF 0.000 Jac Small (0.5094) 0.000 Jac Medium (0.6626)

Jaro and JW 0.000 Jaro Small (0.5041) 1.493e-07 Jaro Small (0.5017)

Jaro and Lev 0.000 Lev Small (0.4824) 0.000 Lev Small (0.4415)

Jaro and Sel 0.000 Sel Small (0.4825) 0.000 Sel Medium (0.3929)

Jaro and SF 0.000 SF Small (0.4974) 0.000 SF Small (0.4699)

JW and Lev 0.000 Lev Small (0.4794) 0.000 Lev Small (0.4397)

JW and Sel 0.000 Sel Small (0.4795) 0.000 Sel Medium (0.391)

JW and SF 0.000 SF Small (0.4933) 0.000 SF Small (0.4682)

Lev and Sel 0.000 Lev Small (0.5001) 0.000 Sel Small (0.4538)

Lev and SF 0.000 Lev Small (0.5146) 0.000 Lev Small (0.5285)

Sel and SF 0.000 Sel Small (0.5144) 0.000 Sel Small (0.575)

In all cases for SSR in Table 4.4, the effect size is classified as small between the dis-

tance functions. The results indicate that there is a small difference when applying different

distance function combined with similarity-based reduction strategy, considering SSR. In

terms of FC, the results show that when Jac is compared to others, its behavior is clearly

better, with an effect size mostly from medium to large.

From the boxplots, Mann-Whitney tests and Â12 effect size measurement, we calculate

the average position of each distance function regarding effectiveness, as presented in Ta-

ble 4.5. This table presents the performance order of the distance functions for the SSR and

FC metrics.

Finally, by analyzing the data obtained in the 62,000 executions of the technique when

considering each function, we can also observe the stability of the reduction technique with
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Table 4.5: Ordering of effectiveness for SSR and FC in PDFSam configuration

Suite Size Reduction (SSR) Faults Coverage (FC)

real Jac > SF > Jaro = JW > Sel > Lev Jac > SF > Jaro = JW = Sel > Lev

01 Sel > Lev > SF > Jaro = JW > Jac Jac > Jaro = JW > Sel > Lev > SF

02 Jaro = JW = SF > Sel > Lev > Jac Jac > Sel > Lev > Jaro = JW > SF

03 SF > Jac > Lev = Sel > Jaro = JW Jac > SF > Lev = Sel > Jaro = JW

04 Jac = Jaro = JW = Lev = Sel = SF Jac > Jaro = JW > Sel > Lev = SF

05 Jaro = JW > SF > Sel > Lev > Jac Sel > Lev > SF > Jaro = JW > Jac

06 Jac > Lev > SF > Sel > JW > Jaro Jac > Sel > Jaro > JW > Lev > SF

07 SF > Sel > Jac = Lev > Jaro > JW SF > Jac > Lev > Sel > Jaro > JW

08 Jac > Lev > Sel > Jaro = JW = SF Jac = Jaro = JW = Lev = Sel = SF

09 Lev > Jaro = JW > Sel = SF > Jac Jac > Sel > Lev > Jaro = JW = SF

10 Lev > Sel > Jaro > Jac > SF > JW SF > Jac > Jaro = JW = Lev = Sel

All Lev > Sel > Jac > SF > Jaro > JW Jac > Sel > Lev > SF > Jaro > JW

respect to two measures: i) the number of different sets of faults produced by the selected

suites; ii) the number of different sets of test cases selected (different suites). Ideally, the

technique should be as stable as possible by presenting a low number of different sets in

each case, making its performance more predictable.
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Figure 4.3: Number of subsets of test cases and faults for the PDFSam configuration

Figure 4.3 presents the boxplots obtained for each function. For the sets of test cases,
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Jaro and JW present the best stability in relation to the set of test cases, because the distance

between each pair of test cases obtained by applying those distances is not equal generally.

So, it is not necessary to frequently apply random selection. On the other hand, note that for

the different sets of faults, SF is the most stable one, whereas Lev and Sel are the less stable.

The reason is that SF is more precise in this context due to the presence of loops. It can more

effectively detect the difference between a test case that is (contains) a subset of the other.

Second Empirical Study – TaRGeT Configuration

Considering the SSR metric and the specification of the real application, Specification 3 and

Specification 10, we obtain ρ-values which are bigger than 0.05 by executing the Kruskal-

Wallis test. For FC and Specification 3, we obtain ρ-values bigger than 0.05. Thus, not

all null hypotheses can be rejected. In other words, for these specifications and metric,

the distance functions have the same behavior with 95% confidence level. For the other

cases, the ρ-values obtained are smaller than the significance level (α = 0.05). Thus, all

null hypotheses can be rejected (H0
1 and H0

2 ). So, with 95% confidence level, the distance

functions can be considered different for SSR and FC.

Figure 4.4 shows the boxplots of the SSR and FC metrics considering the general aver-

age in the TaRGeT configuration. By observing the boxplots, we can see that behavior is only

slightly different, generally making it impossible to rank the performance of the functions.
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Figure 4.4: Boxplots for SSR and FC considering the general average in TaRGeT configuration
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To uncover differences that might exist, we evaluate the pairs of distance functions by

applying the Mann-Whitney tests and Â12 effect size measurements (as defined in Sec-

tion 4.2.2). Table 4.6 shows the Mann-Whitney U-tests and Â12 effect size for each compar-

ison considering the general average in the TaRGeT configuration.

Table 4.6: Mann-Whitney and Â12 effect size measurements for general average in TaRGeT configu-

ration

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

Jac and Jaro 1.018e-26 Jac Small (0.5239) 0.004913 Jac Small (0.5163)

Jac and JW 1.731e-31 Jac Small (0.5237) 0.006837 Jac Small (0.5184)

Jac and Lev 6.685e-23 Jac Small (0.5186) 0.2099 Jac Small (0.5053)

Jac and Sel 0.1369 Sel Small (0.4971) 0.00086 Jac Small (0.5318)

Jac and SF 1.482e-09 SF Small (0.4899) 0.3835 Jac Small (0.5149)

Jaro and JW 0.004666 Jaro Small (0.5015) 0.5968 Jaro Small (0.5031)

Jaro and Lev 0.08457 Lev Small (0.4948) 0.08643 Lev Small (0.4901)

Jaro and Sel 2.462e-21 Sel Small (0.4762) 0.3322 Jaro Small (0.5186)

Jaro and SF 1.284e-29 SF Small (0.4662) 0.4854 SF Small (0.4944)

JW and Lev 3.907e-06 Lev Small (0.494) 0.02606 Lev Small (0.486)

JW and Sel 7.02e-27 Sel Small (0.4761) 0.6267 JW Small (0.515)

JW and SF 2.031e-32 SF Small (0.4661) 0.2141 SF Small (0.4928)

Lev and Sel 1.111e-17 Sel Small (0.4812) 0.00253 Lev Small (0.5308)

Lev and SF 5.281e-27 SF Small (0.4715) 0.4833 Lev Small (0.5098)

Sel and SF 9.641e-09 SF Small (0.495) 0.04787 SF Small (0.487)

As can be seen, for both metrics – SSR and FC – the effect size between the pairs of

distance functions is considered small. This means that the behavior of one is better than the

other one, even though the difference is small. Moreover, again Jac is prevalent for FC.

From the boxplots, Mann-Whitney tests and Â12 effect size measurements, we can ob-

serve their performance, as presented in Table 4.7. In most cases, the performance of the

functions can be considered similar. However, we can also note that, for both SSR and FC,

Lev and Sel are the most closely related since either they present the same behavior or they

are at subsequent levels of equality, except when the average is considered.

Finally, as in the first experiment, by analyzing the data obtained in the 40 executions

of the technique when considering each function, we can also observe the stability of the
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Table 4.7: Ordering of effectiveness for SSR and FC in TaRGeT configuration

Suite Size Reduction (SSR) Faults Coverage (FC)

real Jac = Jaro = JW = Lev = Sel = SF Lev = Sel > Jac = Jaro = SF > JW

01 Jac = Lev = Sel > Jaro = SF > JW JW > Jaro = Lev = Sel > Jac > SF

02 Jac = SF > Jaro = JW = Lev = Sel Jaro = JW = Lev > Jac = Sel = SF

03 Jac = Jaro = JW = Lev = Sel = SF SF > Jac = Jaro = JW = Lev = Sel

04 Jaro = JW = Lev = Sel = SF > Jac Jaro > JW = Lev = Sel > Jac > SF

05 Sel = SF > Jac > Lev > Jaro = JW Jac > Lev > Sel = SF > Jaro = JW

06 Jac = SF > Jaro = JW = Lev = Sel Jac = Jaro = JW = Lev = SF > Sel

07 Jac = JW = Sel = SF > Jaro = Lev Jac > Jaro = JW = SF > Lev = Sel

08 SF > Jac > Sel > Jaro = JW = Lev SF > Jac = Jaro = JW = Lev > Sel

09 Jac = Sel = SF > Jaro = JW = Lev SF > Jac > Jaro = JW = Lev = Sel

10 Jac = Jaro = JW = Lev = Sel = SF Jac = Sel > Jaro = JW = Lev = SF

All SF > Jac = Sel > Jaro = Lev > JW Jac = Lev > Jaro = JW = SF > Sel

reduction strategy by considering the same measures defined in Section 4.2.2. Figure 4.5

presents the boxplots obtained for each function. Note that, SF is the most stable one for

both the different sets of test cases and faults. For the sets of faults, Jac, Lev and Sel are the

less stable, even though differences here are less significant. The reason is that the TaRGeT

configuration presents less redundancy.
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Figure 4.5: Number of subsets of test cases and faults for the Target configuration
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General Remarks

In the presented experiments, we exercise and analyze distance functions in the context of a

test suite reduction strategy. We consider two different scenarios by grouping specifications

with a comparable configuration: i) in the PDFSam configuration group, reduction is more

likely due to the presence of structures that may lead to higher degree of similarity between

test cases; ii) in the TaRGeT configuration group, reduction is harder due to the prevalence

of structures that do not directly lead to a higher degree of similarity, making the occurrence

of essential test cases more likely.

It can be noticed that the configurations of the applications are different and the differ-

ences may impact directly on the results. For example, the number of paths with loop is a

significant difference. This may have direct impact on the number of generated test cases

and the degree of redundancy among test cases. As the PDFSam configuration has five paths

with loop, then the generated test cases may contain a high degree of redundancy among

them. Thus, we observe that the strategy presents a high rate of reduction. On the other

hand, for the TaRGeT configuration, with no paths with loop and a big number of essential

test cases, the reduction rate is low.

Results show that the PDFSam configuration presents differences that are more signifi-

cant on performance between the functions since their influence on the overall result of the

reduction technique is higher: the choice of the test case to be included depends on the func-

tion. However, we can conclude, for the investigated context, that the influence is mostly

related to the FC metric rather than the SSR metric. Reduction percentage is quite similar

in all cases, whereas fault coverage is more or less successful for different functions. Jac is

in average the best function, particularly for the PDFSam configuration. This fact confirms

a similar result presented by Hemmati et al. [Hemmati et al. 2013] in the context of test

selection, where Jac and two of its variants are the distance functions with best performance

for FC.

Regarding stability, the results obtained indicate that the average stability of the number

of different sets of faults is usually related to better fault coverage. For instance, consider

the results obtained by the Jac function. This may indicate that less precision can make

the function more effective to cover different faults. Moreover, note that, in the PDFSam

configuration, there are cases where the SF function, the more stable one, detected 0 faults.
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Furthermore, there is a limit to stability: the less stable functions, Sel and Lev, cannot super-

sede Jac in general.

4.3 Case Study

The goal of this case study is to provide further investigation into the performance of the dis-

tance functions in a different context from the two experiments discussed so far. The study

is based on an industrial application developed in the context of a cooperation between our

research laboratory and Ingenico5. The application is a software for collecting and process-

ing biometrics. From use cases, LTS specification models are automatically generated for

two subsequent versions of the application, where one is a baseline version – CBv1 – and

the other is a delta version – CBv2 – obtained from CBv1 by two progressive modifications.

From the models, we generate two test suites and manually executed them. From execution,

we collect faults and failures. Table 4.8 describes the configurations of the two specification

models.

Table 4.8: The configurations of the real-world specifications

CBv1
CBv2

Depth 19 19

Paths with loop 16 15

Forks 26 25

Transitions of forks 63 60

Joins 10 8

Transitions of joins 25 21

Test cases (one expansion) 69 66

Essential test cases 15 17

Faults 10 6

Failures 12 7

Note that the rates of fault of the specifications based on size of the generated test suites

are 14.49% for CBv1 and 9.09% for CBv2 . The number of essential test cases that fail for

CBv1 and CBv2 are 2 and 3, respectively. All essential test cases that fail are associated to a

5www.ingenico.com
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distinct fault. We expect that they are always included in the reduced suite, as they uniquely

cover a requirement by definition.

For each specification, we execute 1,000 replications for each distance function. In order

to draw observations based on these data, we apply a statistical analysis similar to that used

in the other empirical studies.

Figure 4.6 presents the boxplots considering SSR and FC. Note that there are many

overlaps; then, it is necessary to perform the Mann-Whitney test.

J
a

c

J
a

ro

J
W

L
e
v

S
e

l

S
F

5
2

5
3

5
4

5
5

5
6

Boxplot − SSR − CB_v1

Distance Function

S
S

R
 (

%
)

J
a

c

J
a

ro

J
W

L
e
v

S
e

l

S
F

2
0

3
0

4
0

5
0

6
0

7
0

8
0

Boxplot − FC − CB_v1

Distance Function

F
C

 (
%

)

J
a

c

J
a

ro

J
W

L
e
v

S
e

l

S
F

5
0

5
1

5
2

5
3

5
4

Boxplot − SSR − CB_v2

Distance Function

S
S

R
 (

%
)

J
a

c

J
a

ro

J
W

L
e
v

S
e

l

S
F

5
0

5
5

6
0

6
5

7
0

7
5

8
0

Boxplot − FC − CB_v2

Distance Function

F
C

 (
%

)

Figure 4.6: Boxplots for SSR and FC considering the general average for CBv1 and CBv2

In order to clarify the magnitude of the difference between the distance functions, we



4.3 Case Study 70

perform the Â12 effect size. The results of the Mann-Whitney U-tests and Â12 effect size

measurement for each distance function comparison is reported in Table 4.9 for CBv1 , and

in Table 4.10 for CBv2 . Considering SSR for CBv1 and CBv2 , we can see that Jac and SF

present that best behavior, and there is no difference between them, whereas considering

FC, the difference between them is large and SF is better.

Table 4.9: Mann-Whitney and Â12 effect size measurements when SSR and FC across the distance

functions for CBv1

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

Jac and Jaro 5.343e-115 Jac Large (0.7865) 7.14e-93 Jaro Large (0.2739)

Jac and JW 7.597e-111 Jac Large (0.778) 7.14e-93 JW Large (0.2616)

Jac and Lev 2.142e-86 Jac Large (0.7055) 7.14e-93 Lev Large (0.2763)

Jac and Sel 7.14e-93 Jac Large (0.7455) 7.14e-93 Jac Medium (0.6004)

Jac and SF NaN None NO effect (0.5) 7.14e-93 SF Large (0.1105)

Jaro and JW 0.7516 JW Small (0.4932) 7.14e-93 JW Small (0.4865)

Jaro and Lev 8.714e-14 Lev Small (0.4127) 7.14e-93 Jaro Small (0.503)

Jaro and Sel 0.8354 Sel Small (0.4746) 7.14e-93 Jaro Large (0.8236)

Jaro and SF 5.343e-115 SF Large (0.2135) 7.14e-93 SF Large (0.2658)

JW and Lev 9.654e-13 Lev Small (0.4201) 7.14e-93 JW Small (0.5164)

JW and Sel 0.6551 Sel Small (0.4812) 7.14e-93 JW Large (0.834)

JW and SF 7.597e-111 SF Large (0.222) 7.14e-93 SF Large (0.2773)

Lev and Sel 8.338e-12 Lev Small (0.5565) 7.14e-93 Lev Large (0.82)

Lev and SF 2.142e-86 SF Large (0.2945) 7.14e-93 SF Large (0.2663)

Sel and SF 7.14e-93 SF Large (0.2545) 7.14e-93 SF Large (0.0538)

From the boxplots, Mann-Whitney tests and Â12 effect size measurements, we obtain the

ordering of effectiveness for SSR and FC behavior in Table 4.11.

The fact that the choice of the distance function may influence on fault coverage follows

the results obtained in the previous experiments to a certain extent. However, Jac did not

performed as good as in the experiments regarding FC. By closely analysing the reduced

suite, we can see that the measurement made by Jac made some failing test cases to be

discarded, because each of them was considered similar to another that was selected.

As mentioned before, the distance function may influence on the order pairs of test cases

are considered. Particularly, for the CB application, SF is more successful when comparing
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Table 4.10: Mann-Whitney and Â12 effect size measurements when SSR and FC across the distance

functions for CBv2

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

Jac and Jaro 2.078e-114 Jac Large (0.787) 1.228e-94 Jac Medium (0.623)

Jac and JW 1.151e-117 Jac Large (0.7965) 1.228e-94 Jac Medium (0.6115)

Jac and Lev 5.652e-87 Jac Large (0.712) 1.228e-94 Jac Medium (0.621)

Jac and Sel 1.228e-94 Jac Large (0.75) 1.228e-94 Sel Small (0.488)

Jac and SF NaN None NO effect (0.5) 1.228e-94 SF Large (0.2435)

Jaro and JW 0.3932 Jaro Small (0.5105) 1.228e-94 JW Small (0.4906)

Jaro and Lev 3.542e-11 Lev Small (0.421) 1.228e-94 Lev Small (0.4959)

Jaro and Sel 0.01952 Sel Small (0.4771) 1.228e-94 Sel Medium (0.3994)

Jaro and SF 2.078e-114 SF Large (0.213) 1.228e-94 SF Large (0.2175)

JW and Lev 8.753e-15 Lev Small (0.4106) 1.228e-94 JW Small (0.5055)

JW and Sel 0.003858 Sel Small (0.4672) 1.228e-94 Sel Small (0.4079)

JW and SF 1.151e-117 SF Large (0.2035) 1.228e-94 SF Large (0.2243)

Lev and Sel 1.73e-06 Lev Small (0.5519) 1.228e-94 Sel Small (0.4007)

Lev and SF 5.652e-87 SF Large (0.288) 1.228e-94 SF Large (0.2136)

Sel and SF 1.228e-94 SF Large (0.25) 1.228e-94 SF Large (0.3178)

Table 4.11: Ordering of effectiveness for SSR and FC in CBv1 and CBv2

Suite Size Reduction (SSR) Fault Coverage (FC)

CBv1
Jac > SF > Lev > Jaro = JW = Sel SF > Jaro = JW = Lev > Jac > Sel

CBv2
Jac = SF > Lev > Sel > Jaro = JW SF > Jac > Sel > Jaro = JW = Lev

the total number of distinct faults and the frequency in which that faults are detected. How-

ever, Jac presented the more stable behavior, that is, less variance in reduced suite for 1,000

executions when considering the subset of test cases that fail, followed by SF (Table 4.12).

This confirms the results obtained in the experiments: the function with best stability may

not be the one with best performance for fault coverage. With the presence of essential test

cases, SF becomes less stable than when applied in the PDFSam configuration.

For both specifications, we observed that Lev and Sel have a bigger variation in the sets

of test cases that make up the reduced suite, when compared to Jac and SF. Moreover, in

general, the number of faults detected at least once is greater than by other functions, that is,
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Table 4.12: Number of different sets of test cases selected, number of distinct test cases, average

frequency of inclusion of a test case in the reduced suite, number of different sets of faults detected,

number of distinct faults and average frequency of inclusion of a fault detected by a reduced suite

Metric Jac Jaro JW Lev Sel SF

CBv1

#Different Sets of Test Cases 20 80 80 421 553 48

#Distinct Test Cases 38 43 43 51 47 39

%Test Case Frequency 78.94 71.25 71.22 59.68 65.12 76.92

#Different Sets of Faults 3 12 12 16 40 8

#Distinct Faults 6 8 8 8 8 8

%Fault Frequency 81.18 71.70 72.28 71.61 55.86 81.38

CBv2

#Different Sets of Test Cases 10 40 40 321 410 24

#Distinct Test Cases 36 41 41 49 45 37

%Test Case Frequency 83.33 74.74 74.81 62.17 68.04 81.08

#Different Sets of Faults 1 4 4 5 6 2

#Distinct Faults 4 5 5 6 6 5

%Fault Frequency 100 75.08 75.54 75.16 80.48 90.26

they may eventually achieve a much better FC. However, on average, the number of covered

faults by each reduced test suite is small, making them less reliable.The variation is due to

the large number of draws among similarity degrees in the matrix, making it possible for test

cases that fail not selected by the SF and Jac reduction, to be selected as a result of a random

choice. As in the experiments, Lev and Sel present a comparable behavior.

4.4 Concluding Remarks

In this chapter, we presented three empirical studies with the goal of comparing distance

functions when applied to a strategy of test suite reduction based on similarity in the con-

text of MBT. These studies provide evidence on the impacts that the choice of a function

can have on the performance of our reduction strategy regarding suite size reduction, fault

coverage, and stability. In turn, results show that the choice of the distance function has little

influence on suite size reduction, but it can more significantly influence fault coverage and

stability. The reason is that each distance function leads to selection of a different suite and it
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is possible to have significant variations on this selection since reduction strategy often faces

draws and handles them by random selection. To provide further evidence and deeper obser-

vation, we conduct a case study in the scope of a real-world application under development

that has a different configuration from the ones previously considered in the experiment. The

results from this study are comparable to the ones obtained in the experiment regarding the

effect produced by the functions on suite size reduction, fault coverage and stability as well

as on the pattern of related behavior of some functions (Lev and Sel). Additionally, in the

case study, we can also observe stability of the number of different sets of faults and fault

frequency of the reduction strategy when considering different functions.

Even though no definite conclusions can be reached, as the context of the experiments and

case study are specific, for the model configurations investigated, the SF function promotes

the best stability, followed by Jac, Jaro and JW. On the other hand, Lev and Sel present a

relatively lower stability. Moreover, Jac often presents the best performance by optimizing

the relationship between stability and fault coverage.

It is important to highlight that the number of paths with loops and the number of essential

test cases in the each specification have also impact on the results of the reduction technique.

When the number of paths with loops is high, probably the degree of redundancy in the

test suite is high. Therefore, the reduction strategy can be more effective w.r.t. to size and

consequently less effective w.r.t. fault coverage. When the number of essential test cases

is high, observations are the opposite. Nevertheless, this is a behavior expected from the

strategy of reduction based on similarity, as the average changes of rate are relatively similar

when considering all functions.

Another interesting issue is the difference in the similarity degree for a given pair of test

cases provided by the different distance functions. The differences have direct influence on

the order in which the strategy evaluates pairs of test cases by considering the set of test cases

that make up the reduced test suite. This might explain why a given test case is never part of

the reduced test suites for a distance function, but it is always for another function.



Chapter 5

Evaluation of the Similarity-based

Test Suite Reduction Strategy

This chapter presents six empirical studies to evaluate our strategy presented in Chapter 3.

In these empirical studies, we compare our strategy with other four well-known test suite

reduction heuristics that can be applied in the MBT context by using different transition-

based coverage criteria. For this, we used 3 real-world specification models with real faults,

and three sets of 30 synthetic specification models automatically generated from the con-

figuration of each real-world application with sets of faults defined according to the fault

model from each correspondent real-world specification. The reduction heuristics inves-

tigated are G, GE, GRE and HGS presented in Section 2.5.1, and our reduction strategy

presented in Chapter 3. In these studies, we compare the effectiveness of the reduction strate-

gies by application of the following coverage criteria all-transitions, all-transition-pairs and

bi-criteria, regarding suite size reduction and fault coverage. Moreover, we also observe

the scattering of the reduction strategies for 100% fault coverage when considering differ-

ent coverage criteria. Although related works show very promising strategies, we chose to

investigate the heuristics G, GE, GRE and HGS, because in general context they have

the best behavior for reduced test suite size and fault coverage. Also, in this investiga-

tion, we do not consider Dissimilarity strategy proposed by Cartaxo [Cartaxo 2011] since

in preliminary studies1 [Coutinho 2011; Coutinho 2012a; Coutinho 2012b; Coutinho 2012c;

Coutinho 2013] this strategy does not presented the good results for reduction size and fault

1http://splab.computacao.ufcg.edu.br/publications/technical-reports
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coverage when compared to the heuristics and our reduction strategy.

5.1 Experiment Definition

From the six empirical studies, three are focused on three real-world application models

and real faults detected during test execution. The other three are based on the average

of a set of synthetic specification models. In this sense, for each real-world application

model, 30 synthetic specification models are automatically generated based on structural

measures of the real-world model and the set of faults are defined according to the obtained

percentage of failures and faults from each correspondent real-world specification. From the

relation between the number of failures and faults, a fault model is generated based on the

identification of cliques of test cases that are likely to uncover the same potential fault. Thus,

we have three empirical studies, one for each of the real-world application models, and three

empirical studies for each set of synthetic specification models. Basically, the studies follow

the same definition and planning, but they are run and analysed separately.

5.1.1 Definition

The goal of these empirical studies is to investigate test suite reduction strategies considering

different coverage criteria, observing reduced test suite size and fault coverage. Based on

this goal, our general hypothesis is that:

“Test Suite Reduction Strategies based on different coverage criteria show a different

performance for the measures size and fault coverage of the reduced test suite”.

Furthermore, the results are analyzed from the point of view of the tester (responsible for

the testing process) in the context of MBT.

5.1.2 Planning

In the phase of planning, we plan how the experiment should be conducted according to six

steps defined by Wohlin et al. [Wohlin et al. 2012]: context selection, variables, hypothesis,

instrumentation, design and threats to validity as follows.
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Context Selection

According to the dimensions proposed by Wohlin et al. [Wohlin et al. 2012], these empirical

studies are off-line since we perform them in laboratory, i.e., not in an industrial environment.

For each empirical study, the inputs are three real-world specifications (real problems)

and three sets of 30 synthetic automatically generated specifications (one set for each real-

world application). These synthetic specifications are randomly generated by considering the

same configuration of the respective real-world specification. Therefore, as these empirical

studies focus only on three sets of different configurations, those studies can be characterized

as specific. Furthermore, these studies did not involve human interaction.

Variables Selection

The definition of the variables characterize the experiment through the elements that are

observed (dependent variables), and modified and controlled (independent variables). For

these studies, the variables are defined as follows.

• Independent variables:

– Coverage criteria (test requirements – see Section 2.4):

∗ all-transitions (T);

∗ all-transition-pairs (P);

∗ bi-criteria (B): all-transitions and all-transition-pairs;

– Test suite reduction strategy:

∗ Greedy Heuristic (G);

∗ Heuristic Greedy-Essential (GE);

∗ Heuristic Greedy – 1− to− 1 – Redundancy Essential (GRE);

∗ Heuristic of the Harrold Gupta Soffa (HGS);

∗ Similarity-Based Test Suite Reduction Strategy (Sim);

– Faults: the faults revealed by the test suite;
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• Dependent variables:

– Suite Size Reduction (SSR): percentage of the number of test cases removed

from the complete test suite.

SSR =
|TS| − |RS|

|TS|
× 100%

where |TS| is the number of test cases in the complete test suite and |RS| is the

number of test cases in the reduced test suite;

– Fault Coverage (FC): percentage of the total number of faults uncovered by the

reduced test suite:

FC =
|FRS|

|FTS|
× 100%

where |FTS| is the number of faults revealed by the complete test suite and |FRS|

is the number of faults revealed by the reduced test suite.

To apply Sim, a similarity function and a choice function are requested. In these studies,

our similarity function presented in Section 3.2 is used.

Regarding the choice function, to define the order of analysis between test cases, we

opted for the function based on the number of transitions. The key idea is to compare the

size of the test cases and to keep in the matrix that one more transitions, since it can represent

the highest functionality coverage. If the lengths are the same, the analysis of order of the

test cases is randomly chosen.

Hypothesis Formulation

Based on the response variables, we formulated the following study questions for these em-

pirical studies:

• SQ1: For each reduction strategy, which coverage criterion is more effective in terms

of SSR and FC?

• SQ2: For each coverage criterion, which reduction strategy is more effective in terms

of SSR and FC?

• SQ3: When used in combination with their best coverage criterion from SQ1, which

reduction strategy is more effective in terms of SSR and FC?
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• SQ4: When used in combination with their best reduction strategy from SQ2, which

coverage criterion is more effective in terms of SSR and FC?

Based on the study question SQ1, we define null and alternative hypotheses for each

empirical study, as follows2.

• SSR (Table 5.1 (a)):

– A null hypothesis (H0
1 , H0

2 , H0
3 , H0

4 , H0
5 ): for each reduction strategy, there are

no differences among coverage criterion regarding suite size reduction;

– An alternative hypothesis (H1
1 , H1

2 , H1
3 , H1

4 , H1
5 ): for each reduction strategy, all

coverage criteria have a different behavior regarding suite size reduction.

• FC (Table 5.1 (b)):

– A null hypothesis (H0
6 , H0

7 , H0
8 , H0

9 , H0
10): for each reduction strategy, there are

no differences among coverage criterion regarding the rate of fault coverage;

– An alternative hypothesis (H1
6 , H1

7 , H1
8 , H1

9 , H1
10): for each reduction strategy, all

coverage criteria have a different behavior regarding the rate of fault coverage.

Table 5.1: Null and alternative hypotheses considering SQ1

(a) SSR

H0
1 : SSRGT

= SSRGP
= SSRGB

H1
1 : SSRGT

6= SSRGP
6= SSRGB

H0
2 : SSRGET

= SSRGEP
= SSRGEB

H1
2 : SSRGET

6= SSRGEP
6= SSRGEB

H0
3 : SSRGRET

= SSRGREP
= SSRGREB

H1
3 : SSRGRET

6= SSRGREP
6= SSRGREB

H0
4 : SSRHGST

= SSRHGSP
= SSRHGSB

H1
4 : SSRHGST

6= SSRHGSP
6= SSRHGSB

H0
5 : SSRSimT

= SSRSimP
= SSRSimB

H1
5 : SSRSimT

6= SSRSimP
6= SSRSimB

(b) FC

H0
6 : FCGT

= FCGP
= FCGB

H1
6 : FCGT

6= FCGP
6= FCGB

H0
7 : FCGET

= FCGEP
= FCGEB

H1
7 : FCGET

6= FCGEP
6= FCGEB

H0
8 : FCGRET

= FCGREP
= FCGREB

H1
8 : FCGRET

6= FCGREP
6= FCGREB

H0
9 : FCHGST

= FCHGSP
= FCHGSB

H1
9 : FCHGST

6= FCHGSP
6= FCHGSB

H0
10 : FCSimT

= FCSimP
= FCSimB

H1
10 : FCSimT

6= FCSimP
6= FCSimB

2Note that equations expressed as a = b = c, represent a = b ∧ b = c ∧ a = c, and a 6= b 6= c, represent

a 6= b ∨ b 6= c ∨ a 6= c.
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For SQ2, the null and alternative hypotheses investigated are:

• SSR (Table 5.2 (a)):

– A null hypothesis (H0
11, H

0
12, H

0
13): for each coverage criterion, there are no dif-

ferences among test suite reduction strategies regarding suite size reduction;

– An alternative hypothesis (H1
11, H

1
12, H1

13): for each coverage criterion, all test

suite reduction strategies have a different behavior regarding suite size reduction.

• FC (Table 5.2 (b)):

– A null hypothesis (H0
14, H0

15, H0
16): for each coverage criterion, there are no dif-

ferences among test suite reduction strategies regarding the rate of fault coverage;

– An alternative hypothesis (H1
14, H1

15, H1
16): for each coverage criterion, all test

suite reduction strategies have a different behavior regarding the rate of fault

coverage.

Table 5.2: Null and alternative hypotheses considering SQ2

(a) SSR

H0
11 : SSRGT

= SSRGET
= SSRGRET

= SSRHGST
= SSRSimT

H1
11 : SSRGT

6= SSRGET
6= SSRGRET

6= SSRHGST
6= SSRSimT

H0
12 : SSRGP

= SSRGEP
= SSRGREP

= SSRHGSP
= SSRSimP

H1
12 : SSRGP

6= SSRGEP
6= SSRGREP

6= SSRHGSP
6= SSRSimP

H0
13 : SSRGB

= SSRGEB
= SSRGREB

= SSRHGSB
= SSRSimB

H1
13 : SSRGB

6= SSRGEB
6= SSRGREB

6= SSRHGSB
6= SSRSimB

(b) FC

H0
14 : FCGT

= FCGET
= FCGRET

= FCHGST
= FCSimT

H1
14 : FCGT

6= FCGET
6= FCGRET

6= FCHGST
6= FCSimT

H0
15 : FCGP

= FCGEP
= FCGREP

= FCHGSP
= FCSimP

H1
15 : FCGP

6= FCGEP
6= FCGREP

6= FCHGSP
6= FCSimP

H0
16 : FCGB

= FCGEB
= FCGREB

= FCHGSB
= FCSimB

H1
16 : FCGB

6= FCGEB
6= FCGREB

6= FCHGSB
6= FCSimB
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From the answers of SQ1 and SQ2, we will define null and alternative hypotheses for

each empirical study for SQ3 and SQ4. For SQ3, we are interested in comparing the five

reduction strategies considering the best coverage criterion from SQ1 in relation to SSR and

FC. Regarding SQ4, we will compare the best reduction strategy for each coverage criterion

from SQ2 in terms of SSR and FC. These null and alternative hypotheses for SQ3 and SQ4

will be presented, respectively, in Sections 5.2.3 and 5.2.4.

Instrumentation

The instruments for these empirical studies are defined as follows.

1. Objects: 3 real-world and 90 synthetic automatically generated Labelled Transition

System (LTS) specifications (30 synthetic specifications for each real-world specifica-

tion models);

2. Guidelines: since the reduction strategies are automatic, and do not require people to

configure them, no guideline is used;

3. Measurements: the LTS-BT tool [Cartaxo et al. 2008] is used to support the experi-

ments execution and data collection.

The real-world LTS specifications are obtained by the TaRGeT tool from use cases writ-

ten by experienced testers of three real-world applications. LTS is a common formalism used

by research on MBT [Tretmans 2008; Anand et al. 2013]. These applications are briefly de-

scribed as follows:

• CB: an industrial application for collecting and processing biometrics;

• PDFSam: an open source tool used to split and merge pdf documents;

• TaRGeT: an application that generates test cases from use case documents in a MBT

process.

From the configuration of each real LTS specifications (structural measures) presented

in Section 2.2.2, 30 synthetic LTS specifications are automatically generated based on the

strategy presented by Oliveira et al. [Oliveira Neto et al. 2013], as illustrated in Figure 5.1.

It is important to remark that the version of TaRGeT we consider as object of the study

is different from the one we use for generating the models.
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#joins, #transitions of joins

#forks, #transitions of forks, 

depth, #paths with loop, 
LTS 
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Specification 01
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(LTS) .
.
.
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Specification 02
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TaRGeT toolUse
Cases

Real-World 
Application

Figure 5.1: Generation process of the synthetic specifications

Table 5.3: Basic configuration of the three real-world specifications

CB PDFSam TaRGeT

Depth 19 18 8

Paths with loop 16 5 0

Forks 26 15 26

Transitions of forks 63 41 101

Joins 10 11 16

Transitions of joins 25 34 42

Table 5.3 presents the configuration for each real-world LTS specification.

For PDFSam and TaRGeT synthetic models, we randomly selected a number of test cases

that fail and associated each failure with a fault according to the percentage of faults of the

real applications (PDFSam: 3.65% and TaRGeT: 15.85%).

For CB synthetic models, we generate the faults from the automatic fault model genera-

tion for each synthetic LTS specification, as illustrated in Figure 5.2.

Synthetic
Specification i

Select
Test Cases

Generate
Cliques

Select
Cliques

Faults i

Real-World
Specification

#failures #faults

Test
Suite i

Subset of
Test Cases

Set of
Cliques

Subset of
Cliques

Levenshtein
distance

Similarity
Degree

Threshold

Figure 5.2: Scheme to generate faults for each synthetic specification input
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The faults are defined from a subset of test cases of the complete test suite automatically

generated (step 01). This subset of test cases is randomly selected according to the percent-

age of failures of 17.39% for CB real-world (step 02). Next, a graph G is created based on

similarity degree threshold, where the vertices are test cases and the edges represent the cases

where the similarity degree between two test cases is above the threshold – meaning that test

cases may have similar capability of fault detection. This threshold is a similarity value

indicating which test cases (among previously selected) may reveal the same (or different)

fault. Thus, we defined the threshold as 75% of the largest similarity value between pairs of

test cases of the complete test suite (TS) from the use of Levenshtein distance (presented in

Section 2.6.4) as similarity measure based on threshold of the real specification model (step

03).

From the graph G, all possible cliques are identified, i.e., a subset of test cases that are

likely to uncover the same potential fault (step 04). The result is a subset of cliques randomly

chosen from the percentage of faults of 14.49% for CB real-world specification (step 05).

Table 5.4 presents the number of failures and faults detected by each real-world LTS

specification. Appendix A.1 presents the number of test cases generated, essential test cases

for each coverage criterion, and number of faults and failures generated for each synthetic

model.

Table 5.4: Number of failures and faults of the three real-world specifications

CB PDFSam TaRGeT

Failures 12 5 13

Faults 10 5 13

Experimental Design

The experimental design determines the number of experiments, the factor levels (treat-

ments) combinations for each experiment, and the number of replications [Jain 1991][Wohlin

et al. 2012]. In these empirical studies, for each coverage criterion there is one factor (test

suite reduction strategy) with more than two treatments for each specification (5 treatments:

G, GE, GRE, HGS and Sim).
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Overall, we replicate each experiment 1,000 times as suggested by Arcuri and Briand

[Arcuri and Briand 2011], leading to a total of 15,000 observations for each object (specifi-

cation).

Thus, the total number of observations is 1,395,000 for all empirical studies (93 objects

– 3 real-world and 90 synthetic specifications). The response variables are the metrics ob-

served: SSR and FC. Figure 5.3 presents an overview of the experiment.

Test Requirements i

SSR

FC
Specification i

Automatic
Test Cases
Generation

T P B

Coverage Criteria 

Faults i

Reduction Strategies 

Si
m

G G
R

E

H
G

S

G
E

Experimental Study i

Test Suite i

Figure 5.3: Overview of the experiment for each input specification

5.1.3 Operation

To automatically generate the different synthetic specifications from specific configurations,

we implemented an LTS generator as proposed by Oliveira et al. [Oliveira Neto et al. 2013].

Furthermore, it was necessary to extend the heuristic algorithms to use an additional cov-

erage criterion (bi-criteria), based on the idea of our strategy presented in Chapter 3. We

implement these in Java programming language3. Following this, we used the LTS-BT tool

to generate test cases.

Furthermore, we perform each step of these empirical studies, using a machine with Intel

Core(TM) i5 3.10 GHz, 8GB RAM running GNU Linux.

3http://www.sun.com/java/
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5.1.4 Threats to Validity

Aiming toward a good conclusion validity, on each strategy for each specification in the em-

pirical studies is executed 1,000 times. According to Arcuri and Briand [Arcuri and Briand

2011], for samples of size at least 1,000, there are no practical difference between them re-

garding power and accuracy. Furthermore, all analysis consider the confidence level of 95%,

as suggested by Jain [Jain 1991] for conducting experiments.

To make the control of the empirical studies and, consequently, the internal validity, there

are no people involved, and the same inputs (objects) are applied for all the experiments.

Thus, this internal validity is not considered critical.

The main threat is construct validity of our empirical studies. In order for the exper-

imenter not to influence the measures, the synthetic specifications and its faults are auto-

matically generated from the configuration of real-world specifications. Furthermore, we

implemented the metrics (SSR and FC) and heuristics according to concepts proposed in

literature. Another threat to validity is the implementation of the heuristics for multi-criteria.

To deal with this, it is necessary to adapt the heuristics to apply the multi-criteria similiar to

our strategy.

Regarding external validity, the synthetic specifications are the main threat. However,

these specifications are automatically generated in a controlled way considering the same

configuration of real specification models.

5.2 Experiment Analysis

After experiment definition of the empirical studies, we executed the experiments and col-

lected the data for analysis. As suggested by Wohlin et al. [Wohlin et al. 2012], we check

if the data collected have a normal distribution for all reduction strategies for each empirical

study, considering the SSR and FC metrics. For this, we apply the Anderson-Darling nor-

mality test, using the R tool4, considering the confidence level at 95% (significance level is α

= 0.05) [Jain 1991]. The results of the statistical tests applied are presented in Appendix A.

In this Appendix, by applying the normality test in all empirical studies considering all study

questions, we observe that the ρ-values are smaller than the significance value (α = 0.05).

4http://www.r-project.org/
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Thus, we need to apply nonparametric statistical tests.

Since each experimental design has a unique factor with more than two treatments, we

apply the nonparametric Kruskal-Wallis test to check the null hypothesis. This test is used

to determine if there are “significant” differences in treatments across multiple test attempts.

For all empirical studies, we obtain ρ−value < 0.05 for SSR and FC metrics for all study

questions (see Appendix A.3). Thus, all null hypotheses can be rejected, that is, for SSR

and FC.

In the next subsections, we present and discuss the results for each study question, con-

sidering each empirical study.

5.2.1 Study Question 1 (SQ1)

To view the distribution of data, we generate boxplots for each empirical study considering

SSR and FC metrics.

By looking at the boxplots for SSR in Figure 5.4, it is possible to compare the size of the

reduced test suites by each reduction strategy and coverage criteria for each empirical study.

The results of empirical studies suggest that T as coverage criterion can dramatically reduce

the sizes of test suites for all reduction strategies.

On the other hand, the effectiveness of FC presented in Figure 5.5, is significantly

harmed. Furthermore, the best reduction strategies and coverage criteria for SSR are the

worst for FC, and vice versa.

CB and PDFSam (real and synthetics) have a high rate of reduction. The most plausible

reason is due to the number of paths with loop, which can influence the number of generated

test cases and the degree of redundancy among test cases. On the other hand, for TaRGeT

(real and synthetics) we observe that the reduction rate is low due to the structural character-

istics of the specification model with no paths with loop that do not lead to a higher degree

of similarity, hence the occurrence of essential test cases is more likely.

As there are overlaps in the boxplots, we apply the Mann-Whiney test (Wilcoxon-Mann-

Whitney test in R) to compare each pair of overlap. However, the Mann-Whitney test shows

that a statistically significant difference exists between two treatments, but not the magni-

tude of this difference. Thus, we use the Â12 effect size measure proposed by Vargha and

Delaney [Vargha and Delaney 2000] to assess the differences between each pair of treatment
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Figure 5.4: Boxplots considering SSR metric for SQ1

combinations. The Â12 effect can be categorized as Small < 0.10, 0.10 < Medium < 0.17

and Large > 0.17, the value being the distance from 0.5.



5.2 Experiment Analysis 87

●●●●●●

●●●●●

●●●

●●●●●●

●●

●●

●

●

●

●

●●

●

●

●

●

●●●●●

●

●●●●●

●●

●

●

●

●●

●●

●●

●

●●

●●●

●●●

●●●

●

●

●

●●

●

●

●

●

●●●

●

●●●●●

●

●●●●●●●●●●●●●●

●

●

●

●

●●●●●●

●

●●●●●●●

●

●●●●●

●

●

●

●

●●●●●●●●●●●●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

20

30

40

50

60

70

80

90

Boxplot − FC −  CB real 

F
C

 (
%

)

Reduction StrategyCoverage Criterion

●●●●●●●●●●●

●

●

●●●

●

●●●●

●

●●

●●

●●

●

●●●

●

●●

●●●●

●●●●

●●●

●●

●●●●

●

●●

●●

●●

●●

●●

●●●

●

●●

●

●

●●●●

●

●

●●●

●●●●●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●●●

●●

●

●

●

●●●●●●●●

●

●

●

●●

●

●●●●●●

●

●●●●

●

●

●

●

●●●●

●●

●●●●●

●●●●

●●●

●●

●●●●●

●

●●●

●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●

●

●●●●

●

●

●

●

●●

●

●●●●●●●●●●●

●

●

●

●●●●

●

●

●●●●●

●

●●●●●●●

●

●

●

●●

●

●●●●●●●●

●

●●●●●●●●●●●

●

●●

●●●

●

●

●●●●●●

●

●

●
●●●●●

●●●●●●●●●

●

●●

●

●●●●●●●

●

●●●●

●●●●●●●

●

●

●

●

●

●

●●

●

●

●●

●

●●●●●●●●●●●●●

●●

●

●

●●

●

●●●●●●

●

●●

●●●●●●●●●●●

●

●

●

●

●

●●

●

●●●●●●●●

●

●

●

●●●●●●●

●

●●●●●

●

●●●●●●●●●

●

●●●●●

●

●

●

●●

●

●●

●●●

●●

●

●

●

●●●●●●

●

●

●●●●

●

●

●

●●

●

●

●

●

●●●●●●●●●

●●

●

●

●

●●●●●●●●●●●

●

●●●●●●●

●●●

●●●●●

●

●

●●●●

●

●●●●●

●●●●

●●●●●●●●●

●

●●●●●●●●●●●●●●

●●●●●●

●●●●●●●●●

●

●●●

●

●

●●●●●●●●

●

●●

●

●●

●

●●●

●●

●●●

●

●

●

●

●

●●●

●●●

●

●●

●●

●●●●●●●

●●

●●●●●●●●●●

●●●

●●●

●

●●

●

●●●●●

●

●●

●●●●

●●●

●●●

●●●●●●

●

●●

●●

●

●●●

●

●●●

●

●●●●

●

●●●●●●

●

●

●

●

●

●

●

●

●●●●●

●

●●

●

●

●

●

●

●●●

●

●

●

●

●

●●●●

●●●

●●

●

●

●

●

●

●

●

●

●

●●●

●●

●●●●

●

●●●

●●

●●●●●●●●●

●

●●●●●

●●

●●

●●●●●●●●●●●●●●●●●

●

●●●●●●●●

●

●●

●

●●●●

●●

●●●●●●●●●●●●●●●

●

●

●●

●

●

●●●●●●●●●●●●

●●●●●●●●

●●●●●●●●●●●●●●

●

●

●●●●●

●●

●

●

●●●

●●●●●●●●●

●●

●●●

●

●

●●●●

●

●●●●●●
●●

●

●●●●●●●●●●●●●

●

●●●●●

●●

●●●●●●●●●●

●

●●

●

●

●

●

●●●

●●

●●●●●●●●●

●

●

●●●

●

●●

●

●

●●

●●●●●●

●

●●●

●●●●

●●●

●●●●●●●●

●

●

●

●

●

●

●●●●●●

●●●●●●●●●●●

●

●●●●●

●

●

●●●●●●●●●

●●

●●

●

●

●●●

●

●

●●

●

●

●

●

●

●●●●●●●●●●●●●●●●●

●

●

●

●●●●●●●●●●●

●

●●●

●

●●●●

●

●

●●●●●

●

●●●●●●

●

●

●●●

●●●

●

●

●●●●●●●●●●●●●●●

●●

●●●●●

●●●●

●●●●●●●●

●

●●●

●

●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●

●

●●●●●●●●

●

●●●●●●●

●

●●●●●●●●●●●●●●●●

●

●

●●●●●●●●●●●●

●

●●●●●●●●●

●●●●●●●●

●

●●

●

●●●●●

●

●

●

●

●

●●●●●●●●●●●●●

●

●●●

●●

●

●●

●

●●●●●●●●●●

●●

●●

●●●

●

●●●●●●●●

●

●●●●●●●●●●

●

●●●

●

●●●●●●

●

●●

●

●●

●

●●

●

●●●●●●●●●●●

●●●

●

●●

●●●●●●●

●

●

●

●●●●

●

●●●●●

●●●●

●●●●●

●

●●●●●●

●●●

●●●●●●

●●●

●

●●●

●●●●●●

●●

●●●●●●●●●●

●●●

●

●

●

●●●●

●

●

●

●

●

●

●

●

●●●

●●●●●●●

●

●●●●

●●

●●●●●

●

●●●

●

●●

●

●

●●

●●●

●

●●

●

●

●●●

●

●

●

●

●●●●

●●●

●●

●

●●●●

●●

●

●

●●

●●●

●

●

●●●●●

●●

●

●

●●●●

●

●●●●●

●

●

●●

●

●

●●●●●●

●

●●

●

●●●●●●●●

●

●

●

●

●●

●●

●

●

●●●

●●

●

●

●●●●●●●●

●●●

●

●

●●●●

●

●●

●

●

●●

●

●

●●●

●

●●●●●●●●●●●●●●●●

●

●●●

●●●●●●●

●●

●

●

●●●●●

●

●

●

●●●

●

●●●

●●

●●

●

●●●●●

●

●●

●

●

●

●

●

●●●●●●●●●●●●●●●●●●●●

●●

●●●

●

●●●●

●

●●

●●●●●●●●

●

●●●●●

●

●●●●●●●●

●
●●●●●●●●●●

●●●●●●●●●●●●●

●●●●●

●

●●
●●●●

●

●●●●●●●●●●●●●●●●●●

●

●

●

●●●●●●

●

●

●

●

●

●●●●●●●●●

●

●●●●●●●●●●

●

●

●●

●

●

●

●

●●●●●

●

●

●

●●●

●

●

●

●●

●

●●●

●

●●

●

●●●●●●●

●

●

●

●●●

●●

●●●

●

●

●●●

●●

●●●●●●

●

●●●●●●●●●●●●●●●

●●●

●●●●

●

●●●●

●

●●●●●●●●●●●●

●

●●●

●●●●●●

●

●●●●●●●●

●●●

●

●●●●

●

●●

●

●●●●●●

●●

●

●

●

●●●●●●●●●●

●

●

●

●●

●

●

●

●●●●●●●●●●●●●●●●

●

●

●●

●

●

●●●

●●●●

●

●●

●

●●●●●●●●●●●●

●

●

●

●●●●●●●●●●●●●●

●●●●●●●●●●●●

●

●●●●●●●

●●●●●●●●●●●●●●●

●

●●●●●●●●●

●●●●●●●●

●

●●●●●●

●●●

●

●

●

●

●●●

●

●●●

●

●●●●●●●●●

●

●●●●●●●●●●●

●

●●●●●

●

●●

●

●

●●●●●

●

●●●●●●●●●●●●●●●●●●

●

●●●●●

●

●●●●●●●●

●

●●●●●●●●

●

●●

●●

●●●●●●●●●●●●●●●●●●

●

●●●●●

●

●●●●●●●

●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●

●●●●

●●●

●

●
●●●●●●●●

●

●●●●●●●

●

●●●●●●●●

●●

●●●●●●●

●

●●

●

●●●●●●●●

●

●●●

●●

●

●

●●●●●●●●●●●●●●●

●

●●●●

●

●●●●●●●●●●

●

●

●●●

●

●

●

●

●●●●

●●

●

●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●

●●
●●●●●●●●●●
●

●●●●●●●●●

●

●●●●●●●●●

●●●●

●

●●●●●●●

●

●

●

●●●●●●●●

●●

●●●●●●

●

●●●

●

●●●●●●●●

●

●●

●

●●●

●

●●●●●●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●

●●

●

●●

●

●

●

●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●

●

●●●●●●

●

●●●●●●●

●●

●●●●●●●●●●●●●●●

●

●●●●●●●

●●●

●●●●●

●

●●

●

●●●●●●●●

●

●●●●●●●

●

●●●●

●

●●

●

●●●●●

●

●

●●

●

●●●

●●●●●●●●●●●

●●

●●

●●●●●●●●●●●

●●●●●●●●●●●

●●●●●●●●●●●●●

●

●●●●

●

●

●

●●

●●

●

●●●

●

●●

●

●

●●

●●●●●●●●●

●

●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●

●

●

●

●●●●●

●

●●●●●●

●

●

●

●●●●●●●●●●●

●●

●

●●●●●●●●●●

●

●●●●●●●●

●

●●

●

●●●●

●●●●●●●●●●●●●●

●

●

●●●●●●●

●

●●●●

●

●●

●●●

●

●

●●

●●●

●

●●●●●●●●

●●●

●●●●●●●

●

●

●

●●●●●

●●

●

●

●

●●●●●●

●

●●●●●

●

●●●

●

●●●●●●●●●●●●●●●

●

●●

●

●●●●●●●●●●●

●

●

●

●

●

●●●●●●●●●●●

●

●

●●●●

●

●●●●●●●●

●●●●

●

●

●●

●●

●●●●

●

●●

●

●●

●

●●●●●●●●

●

●●●●●●

●

●

●●

●●

●●●
●●

●

●●●●●●●●●

●

●●

●

●●●●●●

●

●

●●

●

●

●●●●

●●

●●●●●●●

●

●●●●●●●●●●●●●●

●

●●●

●●

●●●●●●●

●●

●●●●●●●●●

●

●●●

●

●●●●●●●●●●●●●

●

●●●●●●●●●

●●

●●●●●●●●●●●●●●●

●

●
●

●●●●●●●●●●

●

●●●

●

●●●

●

●●●●

●

●●

●

●●

●

●●●●●●●●

●

●●

●

●

●●●

●●●●

●●●●●●●●●●●●●●●●

●

●●●

●

●●●●●●●

●

●●●●

●

●●

●

●●●●●●●

●

●●●●

●

●●

●●●●●
●●

●

●

●

●

●●●●●●●●●●●●

●

●●●

●

●

●

●●

●●

●

●●●●●

●●●●●●●

●●

●●

●

●●●

●

●●●●●●●●●●●●

●

●●●●●●●

●

●●●●

●

●

●

●

●●●●●●●●

●●●●●●

●

●

●●●●●●●●●●●●●

●●●●●●●●●●●●●

●●●●●●●●●●●

●●●●●●●

●●●●

●●●●●●●●●

●

●

●●●●●●●●●

●

●●●●●●●●●

●

●●

●

●●●

●

●●●●●●●●

●●

●●●●●

●

●●

●

●●●●●●●●●●●●

●

●

●

●

●

●

●●

●

●

●●●●●●●

●

●●●●●●●●●

●

●●●●●●●●●●●●●●

●

●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●

●

●●●●

●

●

●

●●●●●●●●●●

●

●●●●●●●●●●●

●

●●

●●

●●

●

●●

●

●●

●

●

●

●●●

●

●●●

●

●●●●●●●●●●●●

●

●●●

●

●

●

●●

●

●●●

●

●●●●●●●●●●●●

●

●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●●

●

●

●●●●●

●

●●●

●

●●

●

●●●●

●

●●

●

●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●

●

●●●●●●●●●●●

●

●●●●●●●●●●●●●●

●

●●

●

●●●●●●

●

●●●●●●●

●

●

●

●●●●●

●●

●●●●●●●

●

●

●

●●●●●●●●●●●●●●

●

●

●

●●

●

●●

●●

●

●●

●

●●●●

●

●●●●

●

●●

●

●●●●●●●●●

●●●●●●●

●●●●●●

●

●●

●●●●●●

●

●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●

●●●●●●●●

●

●

●●●●●●●●●

●

●●●●●●●●●●●●●●●●●

●

●

●

●●●●●●●●●●●●●●

●

●●●

●

●●●●●●●●●●●●●●●●●●●

●

●

●

●

●

●●●

●

●●●●●●

●

●●●●

●

●

●

●●●●●

●●

●●●●●●●

●

●●●●●●●●●

●

●●

●

●●●●●●●●●●●●●●●●

●

●●●●●●

●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

20

40

60

80

100

Boxplot − FC −  CB synthetics 

F
C

 (
%

)

Reduction StrategyCoverage Criterion

●●●● ●●●●●●● ●●●● ●●●

●

●●●●●●●●●●● ●●●● ●●●●● ●●●●●●

●

●●●●

●

●● ●●●● ●●●●●●●●● ●●●● ●

●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

0

20

40

60

80

Boxplot − FC −  PDFSam real 

F
C

 (
%

)

Reduction StrategyCoverage Criterion

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●

●●

●

●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●

●●

●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●

●●●●●●●●●●●●●●●

●●●●●

●

●●●●●●

●

●●●●●

●

●●●●●●●●●

●

●●

●

●●●●●

●

●●●●●●●●

●

●●●●●●●●●●

●

●●●●●●●●●●●●

●

●●●●●●●

●

●●●●●●●●

●

●●

●●

●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●

●

●●

●●●●●●●●●●●●

●●●●

●●●●●

●●●●●

●

●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●

●●●●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●

●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●

●

●●●

●

●●●

●

●●●●●●●●●●●●●

●

●●●●●●●●●●

●

●

●

●●

●

●●●●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●

●

●●●●●●●●

●

●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●

●

●●●●●●●●

●

●●●●●●●

●

●●●●●●●

●

●●●●●●●●●●●

●

●

●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●

●

●●●●●●●●●●

●

●

●

●●●●●●●●●●●●

●

●

●

●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●

●●●●●●●●●●●●●●

●●●●●●

●●●●

●

●●●●●●●●●●●●●●●●●●●

●

●●●

●

●●●●●●●●●●●●●●●●

●●●●●●●●●

●

●●●●●●●

●

●●

●

●●●●●

●

●

●

●●●●

●

●●

●

●●●●●●●●●●●●●●●●

●

●●●●

●

●●●

●

●●●

●

●●●●●●●●●●

●

●●●●●●●●

●

●●●●●●

●

●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●●

●●●●●●●●●●●

●

●

●

●●●●●●●●●●●

●

●●●●●●

●

●●

●

●●●●●●●

●

●●

●●

●●●●●

●●

●●●●

●

●●●●●●

●

●●●●●●●●●●●

●

●●●●●●●

●

●●●

●

●●●●●●

●

●●●●●●●●●

●

●●●●

●

●

●

●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●

●

●

●

●●●●●●●●●●●●●●●●

●

●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●

●

●●●●●●●●

●

●●●●●●●●●●

●●

●●●●●●●●●●●●●●●●●

●

●●

●●

●●●●●●●●●●●

●

●●●

●

●●

●

●●●●●●●●●

●

●●●●●●●●●●●

●

●●●

●●

●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●

●

●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●

●

●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●

●

●●●●●

●

●●●●●

●

●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●

●

●●●●●

●

●●●●

●

●●●●●●●●●●

●●●

●

●●●●●●●

●

●●●●●●●●●●●●●

●

●●●●●●●●●

●

●●●●●●●●●●

●

●●●●●

●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●

●

●●●●●●●

●

●●●●●

●●●●●●●●●

●●

●●●●●●

●

●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●● ●●●●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●● ●●●●●●●●●●●●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

0

20

40

60

80

100

Boxplot − FC −  PDFSam synthetics 

F
C

 (
%

)

Reduction StrategyCoverage Criterion

●●●●●●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

70

75

80

85

90

Boxplot − FC −  TaRGeT real 

F
C

 (
%

)

Reduction StrategyCoverage Criterion

●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●

●

●●●●

●

●●●●●

●

●●●●●●●●●●●●●

●

●●●●●●●●●●●●

●

●●●●●●●●●●●●●●

●●

●●●●●●●

●

●●●

●●

●●●●●●●●

●

●

●

●●

●

●●

●

●

●●●●●●
●●●●●●●●●

●

●

●

●●●●●●●

●●●●

●

●●●●●

●

●●●●

●

●●●●●●●●●●●●●●●●●●●●●

●

●

●

●

●●●

●

●

●

●●

●●●●●

●●

●

●●

●

●

●

●●

●

●●

●

●

●●●

●

●

●●●

●●

●●●●

●●

●

●

●

●●●●●

●

●●

●

●

●●●

●●

●

●●

●●●

●

●

●●●●●

●

●

●●●●●

●

●●

●●

●●

●

●

●

●●●

●

●

●

●

●

●

●●●

●

●

●

●

●●●●●

●●

●●●

●●

●●

●

●

●●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●●●

●●●

●

●

●●

●

●●

●●

●●

●

●

●

●

●

●

●●●●

●●

●

●

●

●

●

●●

●

●

●

●

●●

●

●●

●

●

●

●

●

●●

●●

●

●●

●

●●

●

●

●●

●

●●

●

●●

●●

●

●●

●

●

●

●

●●

●

●

●

●

●●

●

●

●●●

●●●

●

●●

●

●●●

●

●

●●

●●●●

●●

●●

●

●

●

●

●

●●●

●

●●

●

●

●

●

●●

●●●

●●

●

●

●●●

●●

●

●●●

●●

●●●

●

●●●●

●

●●●●●●

●

●●●

●

●●

●

●●●

●●●

●

●

●

●

●

●●

●●●

●

●●

●●●

●

●

●●

●●●●

●●●●●●●●

●●

●●●●●●

●

●●

●●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●●●

●

●

●

●

●

●

●

●

●

●●

●

●

●●●●

●

●

●

●

●●●

●

●●

●

●

●●

●

●

●●●●●●●●●●●●●●●

●●●●●●●●●

●

●●●●●●●●

●●

●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●

●

●●●●●●

●●

●

●●●●

●

●●

●

●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●

●●

●

●

●●●●

●

●●

●

●

●●

●

●

●●

●

●

●●●

●

●

●

●●●●●●

●

●●●

●●●●●●●●●

●●●

●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●
●●
●●●●●●

●

●●●●●●

●●

●

●

●●●

●

●

●●

●●●●

●

●●●

●

●●●●●●●●●●●●

●

●●●

●

●

●●

●●●●●●●

●

●

●

●●●●

●

●●●●●●

●

●●●

●

●

●

●●●●●●

●

●●●●●

●

●●●●●

●

●

●

●●●●●●

●●●●●

●

●

●●

●●●

●●●

●●

●●●●●●●●●●●●●●●

●

●●●

●

●●●●●

●

●●

●

●●

●●●●●●

●

●●●●●●●●●●●●●●●●●●●

●

●●●●●●

●

●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●

●

●●

●

●●●●●●●●●●●●●●

●●

●●●●●●

●

●●●●●●●

●

●●●

●

●●●●

●

●●●●●●●●

●

●●●●●●

●

●●●●●●●●●●●●

●

●●●

●

●

●

●●

●

●●●●

●

●●●●●●●●●●●●●●

●●●●

●●

●

●●●●●●●●●●●●●●

●

●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●

●●

●●

●●

●●●●●●●●●●

●

●●●●●●

●●●●●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●●●

●

●●●●

●

●

●

●

●

●

●

●●●●●●●●

●●

●

●

●

●●●●

●

●

●

●

●

●

●●

●

●●●●

●

●

●

●●●

●●●●

●●●

●●

●●

●

●

●

●●

●●●●

●

●

●

●

●●

●

●●

●

●●

●●

●

●●

●●●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●●●●

●

●●

●

●●

●●

●●

●

●

●●

●●

●

●●●●

●●

●

●

●

●

●●●●

●

●

●

●

●

●

●

●●

●●

●●●

●

●

●

●

●●

●

●

●

●

●

●

●●

●●●

●●

●●●●●●●

●

●

●

●

●

●

●●●●

●

●

●

●●●●

●

●

●●

●

●●

●

●●

●

●●●●

●

●

●

●●

●

●

●●●

●●●●●●

●

●

●

●

●

●●

●●●●

●●●

●

●●●

●●●●●●●

●

●

●

●

●●

●

●

●

●

●●

●

●

●●

●●

●

●●

●●

●

●●

●

●

●●

●●

●

●●●

●●●

●●

●●●

●

●

●●

●

●

●

●

●●

●

●

●●●

●●

●

●

●

●●

●●

●●

●

●

●●

●

●●●

●

●

●

●

●●●

●

●●

●

●●

●

●●●

●

●●

●

●

●

●●●

●●

●●●

●●

●●●●

●

●

●●

●

●●●

●●

●

●

●

●

●

●●●●●

●

●

●

●

●

●

●●

●●●●●●●●

●

●

●

●●●●

●

●

●●

●

●●●●

●

●●●●

●

●

●●

●

●

●

●●

●●

●

●

●

●

●

●●●

●

●

●

●

●●●●●●

●●●●●●●●●●●●●

●●●●●●●●●●

●

●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●

●

●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●

●

●●●●

●

●●●●●●●●●●

●

●●●●●●●

●

●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●

●●

●

●

●

●●●

●

●●●●●●●●●●

●

●●●

●●

●

●

●●

●

●●

●

●●●

●●●

●

●●

●●

●

●

● ●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●

●●

●●

●

●●

●●

●●

●

●

●

●

●●

●●

●●●●

●●

●●●●

●●

●

●●●

●

●●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●●●●●●●

●

●●

●●●●●

●●

●●●●

●

●●

●

●

●

●●●●

●●

●●●

●

●

●●●●●

●●●●

●●●●

●

●

●

●●

●

●●

●

●●

●

●

●

●

●

●●●●●●●

●

●

●●●

●

●

●●●●

●

●●

●

●●

●●

●●

●

●●●

●●●●●●●●●●

●

●

●

●●●●●

●●

●

●

●

●

●

●●●

●●●

●

●●●●●

●●

●●

●●●●

●

●

●

●

●●●

●●

●

●

●

●

●●

●

●

●

●●●

●●

●●●●●●

●●

●

●●

●●

●

●●

●●●

●

●●●●

●●●●●

●

●

●

●●

●●

●

●●

●●

●●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●●

●

●

●

●●●●●

●

●●●●

●

●

●

●

●

●

●

●

●●

●●

●●●●●●●●

●

●

●

●

●●

●●

●

●●

●●

●●

●

●

●●

●

●●●●●●●●●●

●

●●●●●●●●●●●

●●●

●●●●●●●

●

●●●●●●●●

●

●

●

●●●●●●●●●●●●●

●

●●●●●●●

●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●

●●●●

●●

●●●●

●

●●●●●●●●●●●

●

●

●

●●●●●●

●

●●

●●

●

●●

●●●●●●●

●

●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●

●

●

●

●●●●●

●

●●●●●●●●

●

●●● ●●●●●●●

●

●●●●●●●●●

●

●

●

●●●●

●

●

●

●●●●

●

●

●

●●●●●●●●●●●●●●

●

●●●

●●

●

●

●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●

●

●

●●

●

●

●

●●●●●

●●

●

●●●●

●

●

●

●●

●●

●●●

●

●

●●●●

●●●●●●●●

●●

●●

●

●

●●

●●●

●

●

●●●

●●

●

●

●

●●●●

●

●

●

●●●

●●●

●●●●●

●●

●

●●

●●●●

●

●

●●

●●

●●

●●●●●●

●

●

●

●●

●●●

●●

●

●

●●●●●●

●●

●●●●●

●●

●

●●●

●

●●●●●●

●

●●●

●●●●

●

●●

●●●

●

●●●

●●

●●

●●

●●●

●●

●●

●

●●●

●●●●●

●

●●

●●●●

●●●

●

●

●

●

●●●

●●

●

●

●

●

●●●

●

●●

●

●●●●●

●●

●

●

●●

●

●

●

●●

●

●

●

●

●●

●

●

●●

●●

●

●

●

●●●●●

●●●●●●●●

●●●

●

●●

●●●●

●

●

●●

●

●

●●

●●

●

●

●●

●

●

●

●●●●●●

●

●

●

●

●

●●●●●●●●

●●●●●

●●●●

●

●

●

●●

●

●●●●

●

●

●

●

●●

●

●●

●●●●●●●●●●●●●●

●●

●●●●●●

●●

●●●

●●●●

●●●●

●●●

●●●

●

●●

●●

●

●●●

●●●●

●

●

●

●●

●

●

●●

●●

●

●●

●●

●●●●●●●

●

●

●●

●●●

●●●●●

●

●

●●

●●●

●

●●

●

●

●●●●●●

●

●●

●

●●

●●●●●

●

●

●

●●●

●●●

●●

●●

●●

●●●

●

●

●

●●●

●

●

●

●

●●

●●●

●

●

●

●

●●

●●

●●●

●●

●●●

●●●

●●●

●

●

●●●●●

●●

●●●●●●●●●

●●

●

●

●

●

●

●

●

●●●●●

●

●●

●

●

●●

●

●

●

●●●●

●

●

●

●●●

●●●●●●●●●●●●●●●●●●
●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●

●

●●●●●

●

●●

●

●

●

●

●

●●●●

●●

●●●●

●

●●●●

●

●●●●●●●●

●

●●●●●●

●

●●●●

●

●●

●

●●●●●●●●●●

●●

●●●●●

●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●●●●●

●

●●●●

●

●●

●

●●●●●●

●

●●●●●●●

●

●

●

●

●

●●●●●●

●●

●●

●

●

●●

●●●

●

●

●

●●●●

●

●●

●

●●●●●●●●●●●●●●●●●

●

●

●

●●●●

●

●●

●

●●●●●●●●

●

●

●

●●●●●●●●●●●

●●

●●●

●

●●●●●●●●●●●●●

●

●●●●●●

●

●●

●●

●●●●●

●

●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

20

40

60

80

100

Boxplot − FC −  TaRGeT synthetics 

F
C

 (
%

)

Reduction StrategyCoverage Criterion

Figure 5.5: Boxplots considering FC metric for SQ1

Table 5.5 reports the performance order for each reduction strategy combined with differ-

ent coverage criteria considering the SSR and FC metrics. These results are obtained from
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Mann-Whitney tests and Â12 effect size measurement (as can be seen in Appendix A.5.1).

Table 5.5: Ordering of effectiveness for each reduction strategy associated with all coverage criteria

in terms of SSR and FC

SSR FC

CB real

GT > GP > GB GP > GB > GT

GET > GEP > GEB GEP > GEB > GET

GRET > GREP > GREB GREP > GREB > GRET

HGST > HGSB > HGSP HGSP > HGSB > HGST

SimT > SimP > SimB SimB > SimP > SimT

CB synthetics

GT > GP > GB GB > GP > GT

GET > GEP > GEB GEB > GEP > GET

GRET > GREP > GREB GREB > GREP > GRET

HGST > HGSP > HGSB HGSP > HGSB > HGST

SimT > SimP > SimB SimP > SimB > SimT

PDFSam real

GT > GP > GB GB > GP > GT

GET > GEP > GEB GEB > GET > GEP

GRET > GREP > GREB GREB > GRET > GREP

HGST > HGSP > HGSB HGSB > HGST > HGSP

SimT > SimP > SimB SimB > SimT > SimP

PDFSam synthetics

GT > GP > GB GP > GB > GT

GET > GEP > GEB GEP > GEB > GET

GRET > GREP > GREB GREP > GREB > GRET

HGST > HGSB > HGSP HGSP > HGSB > HGST

SimT > SimP > SimB SimB > SimP > SimT

TaRGeT real

GT > GP = GB GP > GB > GT

GET > GEP = GEB GEP > GEB > GET

GRET > GREP = GREB GREP > GREB > GRET

HGST > HGSP > HGSB HGSB > HGSP > HGST

SimT > SimP > SimB SimB > SimP > SimT

TaRGeT synthetics

GT > GP > GB GB > GP > GT

GET > GEP > GEB GEB > GEP > GET

GRET > GREP > GREB GREP > GREB > GRET

HGST > HGSP > HGSB HGSB > HGSP > HGST

SimT > SimP > SimB SimB > SimP > SimT

In general, the empirical studies present the similar behavior for SSR and FC. For SSR,

the statistical tests suggest that T is more effective at reducing test suite for all reduction

strategies investigated in all empirical studies. Futhermore, the results show that the effect

size are large between T and P , and T and B, for all cases.
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In terms of FC, in most of the cases P and B are the coverage criteria with best behavior,

and generally the effect size between P and B are small, except for CB real (GE and Sim),

PDFSam real PDFSam synthetics and TaRGeT real (Sim).

5.2.2 Study Question 2 (SQ2)

Figures 5.6 and 5.7, respectively, shows the boxplots of the SSR and FC metrics for each

empirical study considering the SQ2. Since the boxplots are overlapped, we apply the Mann-

Whiney test to compare pair of overlap. From Mann-Whitney tests and Â12 effect size

measurement (see Appendix A.5.2), we can observe the performance order of the reduc-

tion strategies for each coverage criteria considering the SSR and FC metrics, as presented

in Table 5.6.

Table 5.6: Ordering of effectiveness among reduction strategies for each coverege criteria in terms

of SSR and FC

SSR FC

CB real

SimT > GRET > GT > GET > HGST SimT > HGST > GT > GET > GRET

SimP > GREP > GEP > GP > HGSP SimP > HGSP > GP > GEP > GREP

SimB > GEB > GB > GREB > HGSB SimB > HGSB > GB > GEB > GREB

CB synthetics

GRET > GT > GET > HGST > SimT SimT > GT > GET > GRET > HGST

SimP > GEP > GREP > GP > HGSP SimP > GP > GREP > GEP > HGSP

GB > GEB > GREB > SimB > HGSB SimB > GB > GREB > GEB > HGSB

PDFSam real

GT = GET = GRET > SimT > HGST GRET > GET > SimT > GT > HGST

GP = GEP = GREP > SimP > HGSP GREP > GEP > SimP > GP > HGSP

GEB > GB > GREB > HGSB > SimB SimB > GREB > GEB > GB > HGSB

PDFSam synthetics

GRET > GET > GT > SimT > HGST SimT > GT > GET > HGST > GRET

GP > GREP > GEP > HGSP > SimP SimP > GP > GEP > HGSP > GREP

GB > HGSB > GEB > GREB > SimB SimB > GB > GEB > HGSB > GREB

TaRGeT real

GT = GET = GRET > SimT > HGST HGST > SimT > GRET > GET > GT

GP = GEP = GREP = SimP > HGSP SimP > HGSP > GET = GRET > GP

GB = GEB = GREB > SimB > HGSB SimB > HGSB > GEB > GB > GREB

TaRGeT synthetics

GET > GRET > GT > SimT > HGST SimT > HGST > GT > GRET > GET

GP > GREP > GEP > SimP > HGSP SimP > GP > HGSP > GREP > GEP

GB > GEB > GREB > HGSB > SimB SimB > HGSB > GB > GEB > GREB

In terms of SSR, the heuristics G, GE and GRE present the best behavior, except for

CB real and CB synthetics (only for T as coverage criterion). Furthermore, the effect size
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Figure 5.6: Boxplots considering SSR metric for SQ2

is classified as small among G, GE and GRE for all coverage criteria, i.e., there is no

significant difference among heuristics, except for CB real considering P and B as coverage
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Figure 5.7: Boxplots considering FC metric for SQ2

criteria, and PDFSam real for B as coverage criterion. However, the percentage difference

between the average is insignificant (maximum difference of 1.16%). For FC, in most cases
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Sim presents the best behavior, except for PDFSam real (T and P ) and TaRGeT real (T ).

5.2.3 Study Question 3 (SQ3)

To address SQ3, we consider the reduction strategies in combination with the best cover-

age criterion in terms of SSR and FC according to results presented in Table 5.5 for each

empirical study. Thus, the null and alternative hypotheses investigated are presented in Ta-

bles 5.7 and 5.8.

Table 5.7: Null and alternative hypotheses for SSR considering SQ3

CB real, CB synthetics, PDFSam real,

PDFSam synthetics, TaRGeT real and

TaRGeT synthetics

H0
17 : SSRGT

= SSRGET
= SSRGRET

= SSRHGST
= SSRSimT

H1
17 : SSRGT

6= SSRGET
6= SSRGRET

6= SSRHGST
6= SSRSimT

Table 5.8: Null and alternative hypotheses for FC considering SQ3

CB real
H0

18 : FCGP
= FCGEP

= FCGREP
= FCHGSP

= FCSimB

H1
18 : FCGP

6= FCGEP
6= FCGREP

6= FCHGSP
6= FCSimB

CB synthetics
H0

19 : FCGB
= FCGEB

= FCGREB
= FCHGSP

= FCSimP

H1
19 : FCGB

6= FCGEB
6= FCGREB

6= FCHGSP
6= FCSimP

PDFSam real
H0

20 : FCGB
= FCGEB

= FCGREB
= FCHGSB

= FCSimB

H1
20 : FCGB

6= FCGEB
6= FCGREB

6= FCHGSB
6= FCSimB

PDFSam synthetics
H0

21 : FCGP
= FCGEP

= FCGREP
= FCHGSP

= FCSimB

H1
21 : FCGP

6= FCGEP
6= FCGREP

6= FCHGSP
6= FCSimB

TaRGeT real
H0

22 : FCGP
= FCGEP

= FCGREP
= FCHGSB

= FCSimB

H1
22 : FCGP

6= FCGEP
6= FCGREP

6= FCHGSB
6= FCSimB

TaRGeT synthetics
H0

23 : FCGB
= FCGEB

= FCGREP
= FCHGSB

= FCSimB

H1
23 : FCGB

6= FCGEB
6= FCGREP

6= FCHGSB
6= FCSimB

In order to draw observations based on these hypotheses, we apply a statistical analysis

similar to that used in the previous study questions. In turn, to clarify the magnitude of the

difference between the reduction strategies combined with the different coverage criteria,

we perform the Mann-Whitney tests and Â12 effect size, and results are presented in Ap-

pendix A.5.3. From these results, we obtain the ordering of effectiveness for SSR and FC
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behavior in Table 5.9.

Table 5.9: Ordering of effectiveness reduction strategies in combination with their best coverage

criterion regarding the SSR and FC metrics

SSR FC

CB real SimT > GRET > GT > GET > HGST SimB > HGSP > GP > GEP > GREP

CB synthetics GRET > GT > GET > HGST > SimT SimP > GB > GREB > GEB > HGSP

PDFSam real GT = GET = GRET > SimT > HGST SimB > GREB > GEB > GB > HGSB

PDFSam synthetics GRET > GET > GT > SimT > HGST SimB > GP > GEP > HGSP > GREP

TaRGeT real GT = GET = GRET > SimT > HGST SimB > HGSB > GEP = GREP > GP

TaRGeT synthetics GET > GRET > GT > SimT > HGST SimB > HGSB > GB > GEB > GREB

By observing in Table 5.9, for SSR the results show that reduction strategies with T

have a high reduction rate because T is weaker than P . Furthermore, the heuristics G, GE

and GRE present the best behavior. On the other hand, the FC of the reduced test suite is

adversely affected. In most cases, Sim is best reduction strategy considering B as coverage

criterion, except for CB synthetics. However, in this case, the effect size is small between

SimP and SimB.

5.2.4 Study Question 4 (SQ4)

For SQ4, we are interested in comparing the coverage criteria (T , P and B) with the best

reduction strategies in terms of SSR and FC from SQ2 (Table 5.6). Based on the answers

of SQ2, we define null and alternative hypotheses for each empirical study, as presented in

Tables 5.10 and 5.11.

From Mann-Whitney tests and Â12 effect size measurement (Appendix A.5.4), we can

observe the performance order of the reduction strategies for each coverage are presented in

Table 5.12.

In terms of SSR, it is clear that combining T with the heuristics (G, GE and GRE)

presents the best behavior, i.e., a high reduction rate. For FC, the results show that Sim

with B as coverage criterion has a better fault detection rate, except for CB synthetics.
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Table 5.10: Null and alternative hypotheses for SSR considering SQ4

CB real
H0

24 : SSRSimT
= SSRSimP

= SSRSimB

H1
24 : SSRSimT

6= SSRSimP
6= SSRSimB

CB synthetics
H0

25 : SSRGRET
= SSRSimP

= SSRGB

H1
25 : SSRGRET

6= SSRSimP
6= SSRGB

PDFSam real
H0

26 : SSR(GT=GET=GRET ) = SSR(GP=GEP=GREP ) = SSRGEB

H1
26 : SSR(GT=GET=GRET ) 6= SSR(GP=GEP=GREP ) 6= SSRGEB

PDFSam synthetics
H0

27 : SSRGRET
= SSRGP

= SSRGB

H1
27 : SSRGRET

6= SSRGP
6= SSRGB

TaRGeT real
H0

28 : SSR(GT=GET=GRET ) = SSR(GP=GEP=GREP=SimP ) = SSR(GB=GEB=GREB)

H1
28 : SSR(GT=GET=GRET ) 6= SSR(GP=GEP=GREP=SimP ) 6= SSR(GB=GEB=GREB)

TaRGeT synthetics
H0

29 : SSRGET
= SSRGP

= SSRGB

H1
29 : SSRGET

6= SSRGP
6= SSRGB

Table 5.11: Null and alternative hypotheses for FC considering SQ4

CB real
H0

30 : FCSimT
= FCSimP

= FCSimB

H1
30 : FCSimT

6= FCSimP
6= FCSimB

CB synthetics
H0

31 : FCSimT
= FCSimP

= FCSimB

H1
31 : FCSimT

6= FCSimP
6= FCSimB

PDFSam real
H0

32 : FCGRET
= FCGREP

= FCSimB

H1
32 : FCGRET

6= FCGREP
6= FCSimB

PDFSam synthetics
H0

33 : FCSimT
= FCSimP

= FCSimB

H1
33 : FCSimT

6= FCSimP
6= FCSimB

TaRGeT real
H0

34 : FCHGST
= FCSimP

= FCSimB

H1
34 : FCHGST

6= FCSimP
6= FCSimB

TaRGeT synthetics
H0

35 : FCSimT
= FCSimP

= FCSimB

H1
35 : FCSimT

6= FCSimP
6= FCSimB

5.3 Scattering

By analyzing the data obtained, we can also observe the scattering of the faults for all re-

duction strategies regarding the different coverage criteria. The idea is to apply the reduction

strategy with a new stop criterion, in this case 100% test requirements and 100% fault cover-

age, and observe the percentage of the number of test cases removed from the complete test
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Table 5.12: Ordering of effectiveness coverage criteria in combination with their best reduction

strategy regarding the SSR and FC metrics

SSR FC

CB real SimT > SimP > SimB SimB > SimP > SimT

CB synthetics GRET > SimP > GB SimP > SimB > SimT

PDFSam real GT = GET = GRET > GP = GEP = GREP > GEB SimB > GRET > GREP

PDFSam synthetics GRET > GP > GB SimB > SimP > SimT

TaRGeT real
GT = GET = GRET > GP = GEP = GREP = SimP = GB =

GEB = GREB

SimB > SimP > SimT

TaRGeT synthetics GET > GP > GB SimB > SimP > SimT

suite that reaches this goal. This percentage can be calculated by the following metric:

SSR_FC =
|TS| − |TS ′|

|TS|
× 100%

where |TS| is the number of test cases in the complete test suite and |TS ′| is the number of

test cases that reaches 100% fault coverage.

To evaluate this metric, we consider all previous study questions. Based on results for

SQ1 and SQ2, as can be seen in Appendix A.7.4 (Tables A.51 to A.56), respectively, in order

to address SQ3 and SQ4, we generate boxplots for each empirical study, and we apply Mann-

Whitney tests and Â12 effect size measurement (see Tables A.57 to A.62). For SQ3, the

performance order for each of the reduction strategies combined with the different coverage

criteria from SQ1 are depicted in Table 5.13. In this case, Sim is in average the best reduction

strategy combined with B as coverage criterion. The similar result is obtained for SQ4.

Another important point to highlight is that for four of the six empirical studies, the best

reduction strategy combined with the best coverage criterion for SSR_FC is similar to the

results obtained for FC, except for PDFSam real and TaRGeT real, for both questions (SQ3

and SQ4).
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Table 5.13: Ordering of effectiveness for SQ3 and SQ4 regarding the SSR_FC

SQ3 SQ4

CB real SimB > GRET > GET > GT > HGST SimB > GRET > GP

CB synthetics SimP > HGSB > GP > GEP > GREP SimP > SimB > HGST

PDFSam real GREP > GEB > GB > SimP > HGST GREP > GB > GET

PDFSam synthetics SimB > HGSB > GP > GET > GRET SimB > SimP > SimT

TaRGeT real SimT > GRET > GET > HGST > GT SimT > GP > GEB

TaRGeT synthetics SimB > HGST > GT > GRET > GET SimB > SimP > SimT

5.4 Concluding Remarks

This chapter presented six empirical studies aiming to compare five reduction strategies (G,

GE, GRE, HGS and Sim) with three different coverage criteria (T , P and B). These

empirical studies provide evidence on the impacts that the choice of a coverage criterion

can have on the performance of reduction strategies regarding suite size reduction, fault

coverage, and scattering. In the presented empirical studies, we consider three different real-

world specification models, and three groups of 30 synthetic specification models with a

comparable configuration to each real-world specification model. It is important to highlight

that these configurations are different, and the differences may impact directly on the number

of generated test cases and the degree of redundancy among test cases.

Results clearly show that the choice of coverage criteria can influence suite size reduc-

tion, fault coverage and scattering. The reason is that each coverage criterion leads to a

different set of test requirements and it is possible to have significant differences on choice

of the test cases for the reduced test suite.

For SSR, reduction rate presents differences that are more significant on performance

between coverage criteria, such as between T and P , and T and B, since T is weaker than

P and B. In turn, we can conclude that the combination among the heuristics G, GE, GRE

with T as coverage criterion proved to be the most efficient for test suite reduction. These

results confirm the widely expected fact that weaker coverage criteria indeed tends to favor

reduction size whereas compromising fault coverage.

In terms of FC, results show that among all alternatives the combination of the Sim
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with B (all-transitions and all-transition-pairs), can significantly increase the fault coverage

rate with not a very significant loss on reduction size. In other words, when combining two

criteria we may add a few more test cases, improving fault coverage a little further. These

results obtained indicate that to select a subset of the most different and non-redundant test

cases that covers all requirements, and while maintaining some redundancy in the reduced

test suite by using of multi-criteria may improve the rate of fault coverage. Thus, while

reduction strategies can be indeed effetive in reducing size, the studies (along with other

studies presented in the literature) show that the choice of coverage criteria is key to effective

fault coverage. Therefore, the use of B is a promissing approach.

Regarding scattering, the results show that Sim can be more effective than the heuristics

for 100% test requirements and 100% fault coverage, and in most cases, the best coverage

criterion is B. Therefore, SimB is a promissing approach to be further investigated and

applied in practice.

Furthermore, different circunstances may lead a test manager to apply one or the other

strategy when reducing MBT test suites. For instance, if there are few resources for test case

execution, particularly manual execution, and there is low expectation of failure, GT may be

a good choice, since it is effective on reducing the suite and the costs of applying it may be

lower than the others. On the other hand, if there is high expectation of failure, Sim can be

applied with T , P or B, depending the availability of resources to run the reduced suite.



Chapter 6

Review on Test Suite Reduction

In this chapter, we present related work on strategies for test suite reduction. In literature,

different studies have been developed to produce a reduced test suite from the complete test

suite that covers a given set of test requirements. Our goal is to present strategies to reduce

test suites that can be automated or/and used in the MBT context. First, we present some

heuristics and clusters for code-based reduction, followed by comparative studies and strate-

gies that allow the use of multiple testing criteria. Afterwards, strategies for specification-

based reduction are presented.

6.1 Heuristics and Clusters

A number of test suite reduction strategies based on classical greedy algorithm have been

reported. Tallam and Gupta [Tallam and Gupta 2005] proposed a greedy heuristic called

delayed-greedy strategy inspired on a concept analysis framework. Concept analysis is a

hierarchical clustering technique for classifying objects with discrete attributes. In their

experiments, the reduced suites produced by this strategy were consistently of the same size

or smaller size than prior heuristics, such as HGS and G.

Also inspired by the greedy algorithm, Parsa and Khalilian [Parsa and Khalilian 2009]

present a strategy to minimize the test suite with two objectives: to generate the smaller

reduced test suite and improve the fault detection effectiveness compared to other strategies.

For this, the new heuristic algorithm combined the ideas of coverage-based and distribution-

based approaches. Thus, to compose the reduced test suite the test cases should satisfy

98
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two objectives simultaneously: they must satisfy the maximum number of unsatisfied test

requirements and it must have the minimum overlap in requirements coverage with other

test cases.

Xu et al. [Xu et al. 2012] presented a strategy to reduce the size of a test suite and to

decrease the total cost at the same time, called Modified Greedy Algorithm. This solution was

inspired by the weighted set covering problem (WSC). The use of WSC techniques allowed

to eliminate the redundancy and dynamically determine the priority of test cases to lower

costs.

Based on cluster analysis, Parsa et al. [Parsa et al. 2009] proposed a strategy for test

suite reduction. The cluster analysis define groups of objects with similar attributes. After

clustering, the test cases are sampled from each group (cluster). According to this strategy,

these clusters of test cases are based on similarity according to a certain coverage criterion.

The most different test cases are chosen to form the reduced test suite.

Selvakumar et al. [Selvakumar et al. 2010a] suggested an algorithm to reduce the test

suite and to improve the fault detection based on integration of concept analysis and genetic

algorithm. Initially, the concept analysis is used to generate clusters of test cases. Later,

these groups of test cases (initial population) are used by a genetic algorithm. Finally, a

method was suggested and adopted to handle tie breaking conditions from the choice of the

group of test cases having the larger number of intersections with others in the same level.

To maintain or even improve fault detection in test suite reduction, Zhang et al. [Zhang

et al. 2010] proposed a strategy that adds some redundant test cases in the reduced set.

For this, they proposed the concept of relative redundancy for test suite reduction. They

show that this strategy increases the size of the reduced test suite a little, and it can retain or

improve fault detection effectiveness.

6.1.1 Comparative Studies

Several studies have been conducted to compare different test suite reduction strategies pro-

posed in literature, such as the ones proposed by Chen and Lau [Chen and Lau 1998b] and

Zhong et al. [Zhong et al. 2006; Zhong et al. 2008]. The goal of both studies was to provide

guidelines for choosing the most appropriate test suite reduction strategy.

According to Chen and Lau [Chen and Lau 1998b], the result of a simulation study with
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four heuristics: G, GE, GRE and HGS (presented in Section 2.5.1), was presented. In

this study, the choice of the most apropriate reduction strategy depends on the satisfiability

relation and the ratio of overlapping (a relative measure of the average number of test cases

that satisfy each test requirement). However, fault detection capability was not considered

since the heuristics are solely judged by the sizes of the reduced test suite and by execution

time of the heuristics.

Zhong et al. [Zhong et al. 2006; Zhong et al. 2008] present an experimental study com-

paring HGS, GRE, genetic algorithm-based strategy and a strategy based on Integer Linear

Programing (ILP). This study observes that all the four strategies can dramatically reduce

the size of test suites, but the ILP-based strategy always produce the smallest representative

sets. This study suggests the heuristic HGS as the first choice although the ILP-based strat-

egy is recommended when the smallest reduced test suite is required or the fault detection

capability needs to be ensured. Furthermore, the context of this experiment is in regression

testing, where error detection information is required.

Finally, Rothermel et al. [Rothermel et al. 2002] presented empirical studies in order to

evaluate the size and fault detection capability of the reduced test suites for heuristic HGS.

They concluded that test suite reduction can drastically reduce the fault detection capability.

6.1.2 Using Multiple Testing Criteria

Black et al. [Black et al. 2004] present a strategy for test suite reduction by simultaneously

combining bi-criteria from the use of binary Integer Linear Programing (ILP). An empirical

study was performed by using the Siemens suite 1, and the results show that the suite size

reduction and fault coverage could vary according to particular weighting factor used.

The strategy presented by Jeffrey and Gupta [Jeffrey and Gupta 2007] for reduction uses

multiple testing criteria to improve the effectiveness in the fault coverage. The key idea is to

add test cases in the reduced test suite that are redundant with respect to a particular coverage

criterion, if the test cases are not redundant according to one or more other coverage criteria

(selective redundancy). The results of the experimental study with Siemens suite and the

Space program show that this strategy generates reduced test suites with less fault detection

loss at the expense of only a relatively small increase in the sizes of the reduced suites.

1http://sir.unl.edu/portal/index.html
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To treat a tie situation in traditional test suite reduction strategies, Lin and Huang [Lin

et al. 2008; Lin and Huang 2009] proposed the use of additional testing criterion instead of

a random choice. This strategy is called reduction with tie-breacking (RTB). To illustrate

RTB, the HGS and GRE strategies were modified and evaluated in an experimental study.

In this experiment, they concluded that RTB can improve the fault detection effectiveness

with a negligible increase in the sizes of the reduced suites.

Hsu and Orso [Hsu and Orso 2009] developed a test suite reduction framework in a

tool called MINTS. This tool permits encoding multi-criteria as binary Integer Linear Pro-

graming (ILP) problems and leveraged existing modern ILP solvers aiming to find optimal

minimal solutions and increase fault detection or decrease cost.

In another work, Selvakumar et al. [Selvakumar et al. 2010b] modified GRE heuristic

with selective redundancy (GSRE) for test suite reduction with the use of multiple testing

criteria. In this strategy, some additional redundant test cases are added in the reduced test

suite through selective redundancy. Hence, the reduced test suite is slightly bigger and the

fault detection capability can be larger.

Chen et al. [Chen et al. 2011] proposed a strategy to test suite reduction based on

pairwise interaction of test requirements, called PWIR. The idea is that covering all the

pairwise interactions of requirements may improve fault detection without much increase of

the size of the reduced test suite.

Using the cluster analysis, Khalilian and Parsa [Khalilian and Parsa 2012] proposed the

use of two different coverage criteria during the reduction process to improve the fault detec-

tion capability of the reduced test suite. This algorithm is divided into two steps: 1) the test

suite is reduced in order to satisfy the first coverage criterion and 2) the reduced test suite

must be modified to satisfy the second criterion.

Pan Liu [Liu 2014] presents a novel reduction strategy for regression testing from the

selection of test cases. In this paper, the heuristic HGS is extended by replacing the random

choice for the same rank test cases according to the boundary coverage capability as second

coverage criterion. However, only a simple case study is presented. The results shown that

the use of a second coverage criterion leads to increases the fault detection rate.
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6.2 Specification-based Reduction

In the MBT context, Heimdahl and George [Heimdahl and George 2004] investigated the

use of several coverage criteria to significantly reduce the sizes of the test suites gener-

ated, such as: transition coverage, decision coverage, Modified Condition/Decision Cover-

age (MC/DC), MC/DC usage, among others. To reduce the test suite, the strategy chooses

the test cases randomly. If this test case improves the coverage criterion, then it is added to

the reduced set. On the other hand, the reduced test suite has a decrease in fault detection

capability.

Jourdan et al. [Jourdan et al. 2006] propose the identification of patterns of interaction

among the elements of the Extended Finite State Machine (EFSM) model that affect a re-

quirement under test from the analysis of control and data dependencies. Based on this, the

equivalent test cases are identified, and test suites can be reduced, keeping only one test case

per equivalence class and eliminating the others.

Fraser and Wotawa [Fraser and Wotawa 2007] present a strategy to reduce the test suite

with respect to the number of test cases and the total length of all test cases based on model-

checker concepts. For this, they present a measure for redundancy that only considers a

common prefix among the test cases, where the value of redundancy can be illustrated by

representing a set of test cases as a tree. Hence, based on this measure of redundancy of the

test suite, the test cases are transformed in order to avoid the redundancy.

Cichos and Heinze [Cichos and Heinze 2011] propose a strategy for similarity-based test

suite reduction in the MBT context. This strategy identifies test case pairs that are especially

suitable for merging, based on their similarity. They show that the size of the reduced test

suite can be very close to the optimum.

In another study, Cartaxo [Cartaxo 2011] presents a strategy to reduce test suites based on

dissimilarity in the MBT context. The idea is keep in the reduced test suite the most different

test cases while providing 100% coverage of one defined test requirements. The case study

presented shows that this strategy presents the worst rate of reduction compared to well-

known heuristics in literature, however it presents the best percentage for faults coverage.
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6.3 Concluding Remarks

This chapter discussed some studies for test suite reduction. A number of experimental stud-

ies have been proposed to investigate and to evaluate the test suite reduction strategies based

on comparison of different strategies proposed in literature. These studies demonstrated that

the fault detection capability can be significantly decreased by the reduction of the test suite.

To increase the fault detection effectiveness, many strategies have been proposed and exten-

sively experimented, but the results cannot be generalized and sometimes they are divergent.

However, most of the related works focus on code-based criteria, and few test suite reduc-

tion strategies for MBT context have been proposed. Moreover, these works do not evaluate

the fault detection effectiveness of reduced test suites, considering only the rate of reduction,

i.e., the reduced test suite size. Among these works, several present only simple case studies.

Notice that despite the use of specialized analysis and multiple criteria, most of them

are based on the classical heuristics presented in Section 2.5.1 and/or their combination.

Therefore, for the sake of simplicity of experimental design, these heuristics are used for

comparison with our proposed strategy.



Chapter 7

Concluding Remarks

This chapter summarizes the main results of this work and presents some suggestions for

future work. First, the conclusions are drawn in Section 7.1 and the possible future works

are presented in Section 7.2.

7.1 Conclusions

The main objective of this doctorate research is to improve the process of test suite reduction

by proposing a reduction strategy based on similarity in the context of MBT aiming to maxi-

mize the fault coverage of the reduced test suite. Considering the research questions defined

in Section 1.2, the following results were achieved:

Research Question 1 In the context of MBT, how to address similarity among test

cases to reduce the size of the test suite while simultaneously maintain a reasonable

fault coverage?

In order to answer this first research question, we propose a new parametrized reduc-

tion strategy based on the use of a similarity function and multi-criteria presented in

Chapter 3. The key idea is to reduce the test suite with the removal of the most similar

test cases and at the same time maintaining a little redundancy in the reduced suite

with the use of multiple criteria to improve diversity of the test cases selected and

increase its chances of covering more faults, while maintaining 100% of the testing

requirements covered. Our reduction strategy allows testers to choose the parameters,
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such as similarity function, coverage criteria and choice function. These choices may

influence the selection of the test cases for the reduced test suite. A preliminary study

is published in [Coutinho et al. 2013] and indicates that the reduced test suite sizes

obtained by applying our strategy with single coverage criterion is in average similar

than that one obtained by applying the heuristics. Regarding fault coverage, it can be

observed that in average our strategy presents an improvement on fault detection effec-

tiveness compared to other heuristics. Other studies presented in Chapter 5 show that

our reduction strategy (Sim) with the use of multiple criteria (bi-criteria – B), can sig-

nificantly increase the fault coverage rate while maintaining similar the reduced test

suite size, when compared to the heuristics G, GE, GRE and HGS, and also with

Sim considering the use of a single coverage criterion.

Research Question 2 What influence does the choice of a similarity function have on

the size and fault coverage of similarity-based test suite reduction techniques?

In order to answer this second research question, three empirical studies were per-

formed to investigate the effectiveness of our distance function and other 5 well-known

distance functions applied in our similarity-based test suite reduction strategy in the

context of MBT considering all-transition-pairs as coverage criterion. Our distance

function, presented in Section 3.2, is inspired by the redundancy measure presented by

Cartaxo et al. [Cartaxo et al. 2011]. This function, named similarity function, consid-

ers the number of repetitions of a transition, for instance, if a loop is traversed more

than once, to calculate the redundancy measure between two test cases. As a result, we

observed in Chapter 4 that the choice of a distance function may directly influence on

the performance of the reduction strategy regarding suite size reduction, fault coverage

and stability.

Research Question 3 What influence does the coverage criteria have on test suite re-

duction regarding size and fault coverage of a reduced test suite?

In order to answer this third question, we performed six empirical studies to investigate

the influence of the choice of coverage criteria used by reduction strategies regard-

ing suite size reduction and fault coverage. For this, the following coverage criteria

were considered: all-transitions, all-transition-pairs and bi-criteria. For bi-criteria,
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first we apply a weaker criterion (all-transitions) followed by a stronger criterion (all-

transition-pairs). In the results presented in Chapter 5, we observed that the choice

of the coverage criteria has direct influence on reduction rate, and in the fault cover-

age. Thus, different circunstances may lead a test manager to apply one or the other

strategy when reducing MBT test suites. The results suggest that the application of

all-transitions as coverage criterion can dramatically reduce the size of test suites for

all reduction strategies. Thus, if there are few resources for test case execution, partic-

ularly manual execution, and there is low expectation of failure, GT , GET or GRET

may be a good choice, since it is effective on reducing the suite and the costs of ap-

plying it may be lower than the others. On the other hand, if there is high expectation

of failure, choice of coverage criteria and reduction strategy are keys to effective fault

coverage. In most of the cases, the results indicate that among all alternatives the

combination of the our reduction strategy Sim with bi-criteria (all-transitions and

all-transition-pairs) as coverage criterion, can significantly increase the fault coverage

rate. Furthermore, this combination (SimB) can be more effective than the heuristics

considering 100% test requirements and 100% fault coverage.

7.2 Future Works

There are several problems that need to be solved and improved in future works. Next, some

work proposals are presented:

Distance Function From the results obtained in the empirical studies presented in

Chapter 4, we can have an overview of the distance functions behavior and effect

on similarity-based test suite reduction, even though no definite conclusions can be

reached yet. Besides, the results can motivate further investigation in the area, for

instance regarding improvements on distance functions to suit the test suite reduction

problem. The choice of a distance function can clearly influence fault coverage and

also stability of a similarity-based strategy. On the other hand, fault coverage seems

to be related to suite size reduction independently of the choice of the function. This

motivates further investigation of how to improve the reduction strategy as well. Fur-

thermore, executing more case studies and experiments using other configurations as
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input of the LTS generator is part of our future work.

Choice Function In our reduction strategy, a choice function is applied to define the

order of analysis of a pair of test cases. In this thesis, the choice function used is

based on their path lengths aiming to be similar the choice of test cases by well-known

heuristics in literature. Thus, the first test case to be analyzed has the lowest number

of transitions. If the test cases have the same length, one of them is chosen randomly.

The influence of choice functions for our test suite reduction can be investigated in

future works.

Coverage Criteria Test suite reduction is based on coverage criteria that determine

which test cases to remove from the complete test suite with the aim of creating a

smaller set of test cases that satisfies all of the test requirements as the complete test

suite. In this work, we propose and investigate the use of multiple criteria for test suite

reduction. Further investigation is necessary to evaluate the relationship of multiple

criteria for our reduction strategy on industrial applications and generated specification

models with different characteristics from the execution of more experiments.

Test Suite Reduction During the application of our reduction strategy, when there is a

tie between values of the similarity matrix then a random choice is applied. Our idea

is to apply and investigate other choice methods such as length, coverage criteria, etc.
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Appendix A

Results of Statistical Tests for the

Evaluation of the Similary-based

Test Suite Reduction Strategy

This Appendix contains data regarding stastitical tests for the empirical studies presented in

Chapter 5.
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Table A.1: Basic configuration for CB

Specification #TCs
Essentials Test Cases

#Faults %Faults #Failures %Failures

#All-transitions %All-transitions #All-transition-pairs %All-transition-pairs

cb 69 8 11.594 15 21.739 12 17.391 12 17.391

001 122 10 8.197 11 9.016 17 13.934 21 17.213

002 131 7 5.344 12 9.160 22 16.794 23 17.557

003 120 11 9.167 12 10.000 17 14.167 19 15.833

004 134 7 5.224 8 5.970 19 14.179 23 17.164

005 131 7 5.344 15 11.450 18 13.740 21 16.031

006 134 7 5.224 8 5.970 19 14.179 21 15.672

007 130 7 5.385 11 8.462 18 13.846 22 16.923

008 125 7 5.600 14 11.200 18 14.400 20 16.000

009 129 7 5.426 8 6.202 18 13.953 20 15.504

010 128 10 7.813 13 10.156 18 14.063 22 17.188

011 134 7 5.224 9 6.716 19 14.179 23 17.164

012 122 11 9.016 18 14.754 17 13.934 17 13.934

013 128 10 7.813 12 9.375 18 14.063 23 17.969

014 128 10 7.813 11 8.594 18 14.063 20 15.625

015 132 7 5.303 10 7.576 19 14.394 20 15.152

016 134 7 5.224 8 5.970 19 14.179 23 17.164

017 124 10 8.065 11 8.871 18 14.516 23 18.548

018 130 7 5.385 12 9.231 18 13.846 21 16.154

019 125 10 8.000 13 10.400 18 14.400 19 15.200

020 134 7 5.224 8 5.970 19 14.179 21 15.672

021 134 7 5.224 11 8.209 20 14.925 21 15.672

022 131 7 5.344 9 6.870 18 13.740 20 15.267

023 133 7 5.263 10 7.519 19 14.286 22 16.541

024 126 11 8.730 14 11.111 18 14.286 20 15.873

025 130 7 5.385 13 10.000 18 13.846 19 14.615

026 130 7 5.385 8 6.154 18 13.846 22 16.923

027 131 7 5.344 12 9.160 18 13.740 22 16.794

028 122 11 9.016 13 10.656 18 14.754 21 17.213

029 118 13 11.017 14 11.864 12 10.169 13 11.017

030 126 11 8.730 12 9.524 18 14.286 18 14.286
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Table A.2: Basic configuration for PDFSam

Specification #TCs
Essentials Test Cases

#Faults %Faults #Failures %Failures

#All-transitions %All-transitions #All-transition-pairs %All-transition-pairs

pdfsam 137 0 0.000 0 0.000 5 3.650 5 3.650

001 100 5 5.000 7 7.000 3 3.000 3 3.000

002 125 0 0.000 1 0.800 4 3.200 4 3.200

003 237 0 0.000 0 0.000 8 3.376 8 3.376

004 124 4 3.226 4 3.226 4 3.226 4 3.226

005 103 4 3.883 4 3.883 3 2.913 3 2.913

006 122 0 0.000 0 0.000 4 3.279 4 3.279

007 181 0 0.000 0 0.000 6 3.315 6 3.315

008 133 0 0.000 0 0.000 4 3.008 4 3.008

009 117 0 0.000 0 0.000 4 3.419 4 3.419

010 150 0 0.000 0 0.000 5 3.333 5 3.333

011 110 1 0.909 2 1.818 4 3.636 4 3.636

012 103 0 0.000 4 3.883 3 2.913 3 2.913

013 150 1 0.667 1 0.667 5 3.333 5 3.333

014 97 0 0.000 4 4.124 3 3.093 3 3.093

015 104 8 7.692 8 7.692 3 2.885 3 2.885

016 120 2 1.667 2 1.667 4 3.333 4 3.333

017 138 0 0.000 0 0.000 5 3.623 5 3.623

018 145 0 0.000 0 0.000 5 3.448 5 3.448

019 189 0 0.000 1 0.529 6 3.175 6 3.175

020 155 0 0.000 4 2.581 5 3.226 5 3.226

021 116 3 2.586 3 2.586 4 3.448 4 3.448

022 149 4 2.685 4 2.685 5 3.356 5 3.356

023 119 0 0.000 3 2.521 4 3.361 4 3.361

024 105 0 0.000 3 2.857 3 2.857 3 2.857

025 178 0 0.000 0 0.000 6 3.371 6 3.371

026 171 0 0.000 0 0.000 6 3.509 6 3.509

027 117 2 1.709 2 1.709 4 3.419 4 3.419

028 154 0 0.000 0 0.000 5 3.247 5 3.247

029 148 1 0.676 1 0.676 5 3.378 5 3.378

030 181 1 0.552 1 0.552 6 3.315 6 3.315
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Table A.3: Basic configuration for TaRGeT

Specification #TCs
Essentials Test Cases

#Faults %Faults #Failures %Failures

#All-transitions %All-transitions #All-transition-pairs %All-transition-pairs

target 82 39 47.561 62 75.610 13 15.854 13 15.854

001 88 46 52.273 67 76.136 13 14.773 13 14.773

002 99 33 33.333 47 47.475 15 15.152 15 15.152

003 87 38 43.678 54 62.069 13 14.943 13 14.943

004 96 32 33.333 48 50.000 15 15.625 15 15.625

005 97 36 37.113 49 50.515 15 15.464 15 15.464

006 115 26 22.609 45 39.130 18 15.652 18 15.652

007 115 30 26.087 50 43.478 18 15.652 18 15.652

008 88 43 48.864 57 64.773 13 14.773 13 14.773

009 103 29 28.155 44 42.718 16 15.534 16 15.534

010 86 44 51.163 64 74.419 13 15.116 13 15.116

011 94 26 27.660 55 58.511 14 14.894 14 14.894

012 79 37 46.835 61 77.215 12 15.190 12 15.190

013 90 33 36.667 53 58.889 14 15.556 14 15.556

014 81 37 45.679 65 80.247 12 14.815 12 14.815

015 86 32 37.209 58 67.442 13 15.116 13 15.116

016 84 44 52.381 63 75.000 14 16.667 14 16.667

017 93 37 39.785 54 58.065 14 15.054 14 15.054

018 83 35 42.169 61 73.494 13 15.663 13 15.663

019 86 34 39.535 57 66.279 13 15.116 13 15.116

020 89 37 41.573 52 58.427 14 15.730 14 15.730

021 103 27 26.214 46 44.660 16 15.534 16 15.534

022 87 28 32.184 57 65.517 13 14.943 13 14.943

023 83 39 46.988 61 73.494 13 15.663 13 15.663

024 80 41 51.250 64 80.000 12 15.000 12 15.000

025 94 41 43.617 56 59.574 14 14.894 14 14.894

026 88 47 53.409 59 67.045 13 14.773 13 14.773

027 150 22 14.667 35 23.333 23 15.333 23 15.333

028 88 38 43.182 54 61.364 13 14.773 13 14.773

029 76 43 56.579 74 97.368 12 15.789 11 14.474

030 99 38 38.384 57 57.576 15 15.152 15 15.152
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A.2 Normality test

Table A.4: Anderson-Darling normality test for CB real

Strategy

ρ-value

SSR FC

T P B T P B

G 7.071e-130 9.469e-166 1.395e-127 4.342e-65 1.077e-85 1.176e-71

GE 9.937e-139 3.188e-118 3.334e-131 2.732e-71 2.002e-79 1.806e-72

GRE 3.447e-52 2.59e-108 1.923e-177 2.951e-103 5.613e-156 6.776e-121

HGS 1.296e-139 6.656e-132 1.241e-92 4.842e-61 4.909e-70 2.925e-66

Sim NaN NaN 1.013e-142 1.667e-148 2.195e-144 5.129e-163

Table A.5: Anderson-Darling normality test for CB synthetics

Strategy

ρ-value

SSR FC

T P B T P B

G ∞ 7.796e-169 4.886e-177 1.133e-159 6.585e-173 5.997e-172

GE ∞ 4.483e-83 5.992e-177 7.007e-162 3.216e-174 5.31e-171

GRE ∞ 6.376e-79 2.551e-190 5.016e-175 1.405e-182 5.035e-179

HGS 2.1e-185 7.426e+18 1.166e-91 4.666e-176 1.8e-182 7.012e-177

Sim 3.187e+40 4.917e-100 1.013e-185 1.842e-178 1.201e+243 2.459e+98

Table A.6: Anderson-Darling normality test for PDFSam real

Strategy

ρ-value

SSR FC

T P B T P B

G NaN NaN 3.608e-149 1.813e-176 1.023e-184 4.297e-164

GE NaN NaN 9.343e-150 5.028e-176 2.357e-180 2.597e-162

GRE NaN NaN 3.635e-183 4.813e-172 2.194e-179 7.909e-154

HGS 2.337e-170 NaN 3.261e-160 2.152e-190 5.39e-190 2.202e-186

Sim 2.163e-182 9.106e-171 9.952e-177 2.453e-173 7.042e-183 7.728e-123
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Table A.7: Anderson-Darling normality test for PDFSam synthetics

Strategy

ρ-value

SSR FC

T P B T P B

G ∞ 2.602e+12 6.479e-58 ∞ ∞ ∞

GE ∞ 497500000 1.385e-44 ∞ ∞ ∞

GRE ∞ 0.0007434 1.579e-52 ∞ ∞ ∞

HGS ∞ 1.614e-73 2.551e-50 ∞ ∞ ∞

Sim ∞ 3.943e-62 4.31e-183 5.325e+124 ∞ ∞

Table A.8: Anderson-Darling normality test for TaRGeT real

Strategy

ρ-value

SSR FC

T P B T P B

G NaN NaN NaN 8.868e-185 6.784e-185 1.067e-184

GE NaN NaN NaN 7.291e-185 7.422e-185 7.92e-185

GRE NaN NaN NaN 7.57e-185 7.422e-185 2.039e-184

HGS 8.062e-60 5.407e-175 1.694e-161 4.674e-171 1.151e-188 1.005e-173

Sim 8.868e-185 NaN 9.851e-185 3.418e-184 1.881e-162 1.87e+241

Table A.9: Anderson-Darling normality test for TaRGeT synthetics

Strategy

ρ-value

SSR FC

T P B T P B

G ∞ ∞ ∞ 7.146e-156 1.954e-179 2.058e-174

GE ∞ ∞ ∞ 4.887e-163 2.578e-187 9.121e-185

GRE ∞ ∞ ∞ 4.784e-165 1.997e-184 2.032e-182

HGS ∞ ∞ ∞ 7.552e-156 1.248e-185 3.969e-183

Sim ∞ ∞ ∞ 3.159e+68 1.286e+180 ∞
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A.3 Kruskal-Wallis test

A.3.1 Study Question 1

Table A.10: Krukal-Wallis test for SQ1

Specification Comparison
ρ-value

SSR FC

CB real

GT = GP = GB 0.000 1.564e-82

GET = GEP = GEB 0.000 1.564e-82

GRET = GREP = GREB 0.000 1.564e-82

HGST = HGSP = HGSB 0.000 1.564e-82

SimT = SimP = SimB 0.000 1.564e-82

CB synthetics

GT = GP = GB 0.000 0.000

GET = GEP = GEB 0.000 0.000

GRET = GREP = GREB 0.000 0.000

HGST = HGSP = HGSB 0.000 0.000

SimT = SimP = SimB 0.000 0.000

PDFSam real

GT = GP = GB 0.000 1.792e-05

GET = GEP = GEB 0.000 1.792e-05

GRET = GREP = GREB 0.000 1.792e-05

HGST = HGSP = HGSB 0.000 1.792e-05

SimT = SimP = SimB 0.000 1.792e-05

PDFSam synthetics

GT = GP = GB 0.000 0.000

GET = GEP = GEB 0.000 0.000

GRET = GREP = GREB 0.000 0.000

HGST = HGSP = HGSB 0.000 0.000

SimT = SimP = SimB 0.000 0.000

TaRGeT real

GT = GP = GB 0.000 7.1e-296

GET = GEP = GEB 0.000 7.1e-296

GRET = GREP = GREB 0.000 7.1e-296

HGST = HGSP = HGSB 0.000 7.1e-296

SimT = SimP = SimB 0.000 7.1e-296

TaRGeT synthetics

GT = GP = GB 0.000 0.000

GET = GEP = GEB 0.000 0.000

GRET = GREP = GREB 0.000 0.000

HGST = HGSP = HGSB 0.000 0.000

SimT = SimP = SimB 0.000 0.000
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A.3.2 Study Question 2

Table A.11: Krukal-Wallis test for SQ2

Specification Comparison
ρ-value

SSR FC

CB real

GT = GET = GRET = HGST = SimT 0.000 2.834e-295

GP = GEP = GREP = HGSP = SimP 0.000 0.000

GB = GEB = GREB = HGSB = SimB 0.000 0.000

CB synthetics

GT = GET = GRET = HGST = SimT 0.000 0.000

GP = GEP = GREP = HGSP = SimP 0.000 0.000

GB = GEB = GREB = HGSB = SimB 0.000 0.000

PDFSam real

GT = GET = GRET = HGST = SimT 0.000 1.228e-17

GP = GEP = GREP = HGSP = SimP 0.000 1.766e-11

GB = GEB = GREB = HGSB = SimB 0.000 8.402e-246

PDFSam synthetics

GT = GET = GRET = HGST = SimT 1.346e-17 0.000

GP = GEP = GREP = HGSP = SimP 3.65e-94 0.000

GB = GEB = GREB = HGSB = SimB 5.728e-284 0.000

TaRGeT real

GT = GET = GRET = HGST = SimT 0.000 8.019e-08

GP = GEP = GREP = HGSP = SimP 0.000 3.84e-20

GB = GEB = GREB = HGSB = SimB 0.000 3.194e-170

TaRGeT synthetics

GT = GET = GRET = HGST = SimT 0.000 0.000

GP = GEP = GREP = HGSP = SimP 1.449e-10 0.000

GB = GEB = GREB = HGSB = SimB 9.232e-06 0.000
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A.3.3 Study Question 3

Table A.12: Krukal-Wallis test for SQ3

Specification Metric Comparison ρ-value

CB real
SSR GT = GET = GRET = HGST = SimT 0.000

FC GP = GEP = GREP = HGSP = SimB 0.000

CB synthetics
SSR GT = GET = GRET = HGST = SimT 0.000

FC GB = GEB = GREB = HGSP = SimP 0.000

PDFSam real
SSR GT = GET = GRET = HGST = SimT 0.000

FC GB = GEB = GREB = HGSB = SimB 8.402e-246

PDFSam synthetics
SSR GT = GET = GRET = HGST = SimT 1.346e-17

FC GP = GEP = GREP = HGSP = SimB 0.000

TaRGeT real
SSR GT = GET = GRET = HGST = SimT 0.000

FC GP = GEP = GREP = HGSB = SimB 6.3e-153

TaRGeT synthetics
SSR GT = GET = GRET = HGST = SimT 0.000

FC GB = GEB = GREP = HGSB = SimB 0.000

A.3.4 Study Question 4

Table A.13: Krukal-Wallis test for SQ4

Specification Metric Comparison ρ-value

CB real
SSR SimT = SimP = SimB 0.000

FC SimT = SimP = SimB 6.993e-224

CB synthetics
SSR GRET = SimP = GB 0.000

FC SimT = SimP = SimB 0.000

PDFSam real
SSR GT = GET = GRET = GP = GEP = GREP = GEB 0.000

FC GRET = GREP = SimB 1.695e-215

PDFSam synthetics
SSR GRET = GP = GB 0.000

FC SimT = SimP = SimB 0.000

TaRGeT real
SSR GT = GET = GRET = GP = GEP = GREP = SimP = GB = GEB = GREB 0.000

FC HGST = SimP = SimB 0.000

TaRGeT synthetics
SSR GET = GP = GB 0.000

FC SimT = SimP = SimB 0.000
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A.4 Boxplot
A.4.1 Study Question 1
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Figure A.1: Boxplots considering SSR metric for SQ1
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Figure A.2: Boxplots considering FC metric for SQ1
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Figure A.3: Boxplots considering SSR metric for SQ2
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Figure A.4: Boxplots considering FC metric for SQ2
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Figure A.5: Boxplots considering SSR metric for SQ3
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Figure A.6: Boxplots considering FC metric for SQ3
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Figure A.7: Boxplots considering SSR metric for SQ4
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Figure A.8: Boxplots considering FC metric for SQ4
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A.5 Mann-Whitney test and Â12 effect size measurement

A.5.1 Study Question 1

Table A.14: Mann-Whitney and Â12 effect size measurements for CB real

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GP 2.787e-169 GT Large (1) 2.052e-73 GP Large (0.2608)

GT and GB 5.907e-168 GT Large (1) 2.738e-3 GB Medium (0.3567)

GP and GB 2.497e-38 GP Medium (0.6565) 1.431e-15 GP Medium (0.6023)

GET and GEP 1.704e-173 GET Large (1) 3.705e-61 GEP Large (0.2803)

GET and GEB 8.651e-168 GET Large (1) 1.784e-32 GEB Medium (0.3432)

GEP and GEB 8.726e-134 GEP Large (0.8892) 3.515e-09 GEP Small (0.5696)

GRET and GREP 1.376e-177 GRET Large (1) 8.941e-96 GREP Large (0.2099)

GRET and GREB 1.775e-172 GRET Large (1) 6.186e-53 GREB Large (0.3003)

GREP and GREB 2.672e-164 GREP Large (0.9766) 5.2e-18 GREP Medium (0.6013)

HGST and HGSP 2.833e-166 HGST Large (1) 1.068e-7 HGSP Large (0.2631)

HGST and HGSB 7.183e-166 HGST Large (1) 1.648e-28 HGSB Medium (0.3581)

HGSP and HGSB 6.94e-51 HGSB Large (0.3029) 3.376e-16 HGSP Medium (0.6058)

SimT and SimP 1.799e-219 SimT Large (1) 2.045e-107 SimP Large (0.1834)

SimT and SimB 1.139e-183 SimT Large (1) 1.473e-122 SimB Large (0.1464)

SimP and SimB 6.921e-61 SimP Medium (0.6355) 0.000115 SimB Small (0.4609)
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Table A.15: Mann-Whitney and Â12 effect size measurements for CB synthetics

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GP 0.000 GT Large (1) 0.000 GP Large (0.06985)

GT and GB 0.000 GT Large (1) 0.000 GB Large (0.06501)

GP and GB 2.394e-37 GP Small (0.5006) 2.779e-41 GB Small (0.4699)

GET and GEP 0.000 GET Large (1) 0.000 GEP Large (0.07616)

GET and GEB 0.000 GET Large (1) 0.000 GEB Large (0.06709)

GEP and GEB 0.000 GEP Small (0.5145) 2.106e-91 GEB Small (0.4548)

GRET and GREP 0.000 GRET Large (1) 0.000 GREP Large (0.05693)

GRET and GREB 0.000 GRET Large (1) 0.000 GREB Large (0.05275)

GREP and GREB 0.000 GREP Small (0.5208) 2.639e-58 GREB Small (0.4659)

HGST and HGSP 0.000 HGST Large (1) 0.000 HGSP Large (0.04894)

HGST and HGSB 0.000 HGST Large (1) 0.000 HGSB Large (0.05192)

HGSP and HGSB 0.000 HGSP Small (0.5449) 1.982e-07 HGSP Small (0.5114)

SimT and SimP 0.000 SimT Large (0.9981) 0.000 SimP Large (0.01373)

SimT and SimB 0.000 SimT Large (0.9998) 0.000 SimB Large (0.01459)

SimP and SimB 0.000 SimP Large (0.6717) 3.726e-06 SimP Small (0.51)

Table A.16: Mann-Whitney and Â12 effect size measurements for PDFSam real

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GP 1.799e-219 GT Large (1) 0.05014 GT Small (0.5193)

GT and GB 1.099e-171 GT Large (1) 0.004555 GB Small (0.4659)

GP and GB 3.892e-136 GP Large (0.878) 1.193e-06 GB Small (0.4464)

GET and GEP 1.799e-219 GET Large (1) 0.04026 GET Small (0.5263)

GET and GEB 8.748e-172 GET Large (1) 0.02592 GEB Small (0.4788)

GEP and GEB 1.074e-133 GEP Large (0.869) 2.824e-05 GEB Small (0.4535)

GRET and GREP 1.799e-219 GRET Large (1) 0.04307 GRET Small (0.5229)

GRET and GREB 1.288e-176 GRET Large (1) 0.0001771 GREB Small (0.4624)

GREP and GREB 1.288e-176 GREP Large (1) 9.816e-09 GREB Small (0.4404)

HGST and HGSP 6.354e-173 HGST Large (1) 0.4599 HGST Small (0.5046)

HGST and HGSB 2.427e-169 HGST Large (1) 0.006281 HGSB Small (0.4705)

HGSP and HGSB 2.448e-114 HGSP Large (0.8045) 0.0004722 HGSB Small (0.4657)

SimT and SimP 1.002e-169 SimT Large (1) 0.0194 SimT Small (0.5226)

SimT and SimB 2.483e-169 SimT Large (1) 3.776e-111 SimB Large (0.1749)

SimP and SimB 1.386e-172 SimP Large (1) 1.653e-116 SimB Large (0.1552)
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Table A.17: Mann-Whitney and Â12 effect size measurements for PDFSam synthetics

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GP 0.000 GT Large (0.9125) 0.000 GP Medium (0.3556)

GT and GB 0.000 GT Large (0.9182) 0.000 GB Medium (0.3624)

GP and GB 0.000 GP Small (0.5121) 4.788e-09 GP Small (0.508)

GET and GEP 0.000 GET Large (0.9165) 0.000 GEP Medium (0.3601)

GET and GEB 0.000 GET Large (0.9232) 0.000 GEB Medium (0.363)

GEP and GEB 0.000 GEP Small (0.5118) 0.5529 GEP Small (0.5028)

GRET and GREP 0.000 GRET Large (0.917) 0.000 GREP Medium (0.358)

GRET and GREB 0.000 GRET Large (0.9228) 0.000 GREB Medium (0.3881)

GREP and GREB 0.000 GREP Small (0.5146) 1.263e-3 GREP Small (0.5295)

HGST and HGSP 0.000 HGST Large (0.9085) 0.000 HGSP Medium (0.3573)

HGST and HGSB 0.000 HGST Large (0.9096) 0.000 HGSB Medium (0.3602)

HGSP and HGSB 0.000 HGSB Small (0.493) 0.0063 HGSP Small (0.5045)

SimT and SimP 0.000 SimT Large (0.9255) 0.000 SimP Large (0.2272)

SimT and SimB 0.000 SimT Large (0.937) 0.000 SimB Large (0.1144)

SimP and SimB 0.000 SimP Small (0.542) 0.000 SimB Medium (0.3382)

Table A.18: Mann-Whitney and Â12 effect size measurements for TaRGeT real

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GP 1.799e-219 GT Large (1) 1.928e-128 GP Large (0.1212)

GT and GB 1.799e-219 GT Large (1) 1.567e-13 GB Large (0.1261)

GP and GB NaN None NO effect (0.5) 0.3702 GP Small (0.51)

GET and GEP 1.799e-219 GET Large (1) 4.231e-129 GEP Large (0.1203)

GET and GEB 1.799e-219 GET Large (1) 4.215e-128 GEB Large (0.1259)

GEP and GEB NaN None NO effect (0.5) 0.3081 GEP Small (0.5115)

GRET and GREP 1.799e-219 GRET Large (1) 1.313e-125 GREP Large (0.1252)

GRET and GREB 1.799e-219 GRET Large (1) 8.861e-125 GREB Large (0.1364)

GREP and GREB NaN None NO effect (0.5) 0.04552 GREP Small (0.522)

HGST and HGSP 5.984e-167 HGST Large (1) 4.717e-118 HGSP Large (0.1705)

HGST and HGSB 6.065e-167 HGST Large (1) 5.163e-123 HGSB Large (0.1595)

HGSP and HGSB 0.0005367 HGSP Small (0.5391) 0.000107 HGSB Small (0.4704)

SimT and SimP 4.198e-176 SimT Large (1) 1.456e-141 SimP Large (0.08548)

SimT and SimB 8.215e-168 SimT Large (1) 8.032e-176 SimB Large (0.001623)

SimP and SimB 2.146e-106 SimP Large (0.74) 1.099e-67 SimB Medium (0.345)
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Table A.19: Mann-Whitney and Â12 effect size measurements for TaRGeT synthetics

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GP 0.000 GT Large (0.941) 0.000 GP Large (0.0832)

GT and GB 0.000 GT Large (0.9424) 0.000 GB Large (0.0821)

GP and GB 0.000 GP Small (0.5222) 3.389e-07 GB Small (0.4897)

GET and GEP 0.000 GET Large (0.9444) 0.000 GEP Large (0.07939)

GET and GEB 0.000 GET Large (0.9464) 0.000 GEB Large (0.07877)

GEP and GEB 0.000 GEP Small (0.525) 0.06795 GEB Small (0.4953)

GRET and GREP 0.000 GRET Large (0.9444) 0.000 GREP Large (0.08135)

GRET and GREB 0.000 GRET Large (0.9467) 0.000 GREB Large (0.08904)

GREP and GREB 0.000 GREP Small (0.525) 9.896e-47 GREP Small (0.5289)

HGST and HGSP 0.000 HGST Large (0.9286) 0.000 HGSP Large (0.1001)

HGST and HGSB 0.000 HGST Large (0.9304) 0.000 HGSB Large (0.09743)

HGSP and HGSB 0.000 HGSP Small (0.5123) 6.644e-13 HGSB Small (0.4848)

SimT and SimP 0.000 SimT Large (0.9422) 0.000 SimP Large (0.0739)

SimT and SimB 0.000 SimT Large (0.9426) 0.000 SimB Large (0.04572)

SimP and SimB 0.000 SimP Small (0.532) 0.000 SimB Small (0.4152)
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A.5.2 Study Question 2

Table A.20: Mann-Whitney and Â12 effect size measurements for CB real

All-transitions

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET 0.4693 GT Small (0.507) 2.438e-11 GT Small (0.5906)

GT and GRET 7.757e-06 GRET Small (0.46) 3.661e-63 GT Large (0.7244)

GT and HGST 1.496e-140 GT Large (0.9219) 0.2007 HGST Small (0.4881)

GT and SimT 2.618e-56 SimT Medium (0.375) 9.725e-75 SimT Large (0.2602)

GET and GRET 5.055e-07 GRET Small (0.453) 2.317e-29 GET Medium (0.6356)

GET and HGST 3.828e-141 GET Large (0.9188) 2.6e-15 HGST Medium (0.3994)

GET and SimT 2.322e-59 SimT Medium (0.368) 5.798e-103 SimT Large (0.1805)

GRET and HGST 1.274e-151 GRET Large (0.9392) 1.663e-69 HGST Large (0.2682)

GRET and SimT 7.486e-39 SimT Small (0.415) 1.737e-151 SimT Large (0.06318)

HGST and SimT 1.812e-164 SimT Large (0.024) 5.267e-62 SimT Large (0.2787)

All-transition-pairs

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GP and GEP 2.561e-107 GEP Large (0.1901) 1.015e-19 GP Medium (0.6155)

GP and GREP 6.442e-108 GREP Large (0.1855) 1.137e-91 GP Large (0.7768)

GP and HGSP 2.988e-156 GP Large (0.9692) 0.02106 HGSP Small (0.4704)

GP and SimP 1.809e-147 SimP Large (0.099) 3.186e-71 SimP Large (0.2493)

GEP and GREP 0.5202 GREP Small (0.494) 2.006e-34 GEP Medium (0.6408)

GEP and HGSP 8.707e-168 GEP Large (1) 9.358e-26 HGSP Medium (0.3641)

GEP and SimP 8.068e-53 SimP Medium (0.383) 1.05e-108 SimP Large (0.1751)

GREP and HGSP 7.926e-168 GREP Large (1) 3.878e-93 HGSP Large (0.2137)

GREP and SimP 3.342e-50 SimP Medium (0.389) 3.514e-157 SimP Large (0.04022)

HGSP and SimP 7.167e-171 SimP Large (0) 5.18e-56 SimP Large (0.2913)

Bi-criteria

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GB and GEB 0.3998 GEB Small (0.4917) 6.566e-11 GB Small (0.5816)

GB and GREB 9.791e-42 GB Medium (0.6633) 1.342e-65 GB Large (0.7239)

GB and HGSB 1.056e-62 GB Large (0.7209) 0.1673 HGSB Small (0.4838)

GB and SimB 1.144e-132 SimB Large (0.1173) 5.272e-117 SimB Large (0.1542)

GEB and GREB 2.826e-46 GEB Large (0.6735) 1.024e-30 GEB Medium (0.6384)

GEB and HGSB 1.427e-64 GEB Large (0.7289) 1.602e-14 HGSB Small (0.4045)

GEB and SimB 7.872e-131 SimB Large (0.1205) 2.205e-136 SimB Large (0.1069)

GREB and HGSB 1.663e-13 GREB Small (0.5996) 1.649e-70 HGSB Large (0.266)

GREB and SimB 1.725e-160 SimB Large (0.02859) 4.118e-163 SimB Large (0.01696)

HGSB and SimB 9.19e-156 SimB Large (0.03531) 3.324e-109 SimB Large (0.1748)
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Table A.21: Mann-Whitney and Â12 effect size measurements for general average in CB synthetics

All-transitions

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET 0.704 GT Small (0.5004) 0.8939 GT Small (0.5001)

GT and GRET 0.0002906 GRET Small (0.4961) 6.71e-47 GT Small (0.5275)

GT and HGST 0.000 GT Large (0.7032) 0 GT Small (0.5847)

GT and SimT 0.000 GT Large (0.7718) 0 SimT Large (0.1389)

GET and GRET 0.000119 GRET Small (0.4957) 1.297e-49 GET Small (0.5272)

GET and HGST 0.000 GET Large (0.7029) 0 GET Small (0.584)

GET and SimT 0.000 GET Large (0.7716) 0 SimT Large (0.1411)

GRET and HGST 0.000 GRET Large (0.7064) 1.156e-212 GRET Small (0.558)

GRET and SimT 0.000 GRET Large (0.774) 0 SimT Large (0.122)

HGST and SimT 0.000 HGST Small (0.5892) 0 SimT Large (0.09)

All-transition-pairs

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GP and GEP 3.662e-272 GEP Small (0.4848) 3.147e-14 GP Small (0.5171)

GP and GREP 4.38e-252 GREP Small (0.4854) 0.05012 GP Small (0.5036)

GP and HGSP 0.000 GP Medium (0.6218) 1.98e-99 GP Small (0.5455)

GP and SimP 0.000 SimP Small (0.4583) 0.000 SimP Large (0.03597)

GEP and GREP 0.1937 GEP Small (0.5007) 9.159e-10 GREP Small (0.4859)

GEP and HGSP 0.000 GEP Medium (0.6396) 1.343e-41 GEP Small (0.5284)

GEP and SimP 3.625e-295 SimP Small (0.4714) 0.000 SimP Large (0.03285)

GREP and HGSP 0.000 GREP Medium (0.6389) 1.407e-88 GREP Small (0.5432)

GREP and SimP 0.000 SimP Small (0.4707) 0.000 SimP Large (0.03261)

HGSP and SimP 0.000 SimP Medium (0.3376) 0.000 SimP Large (0.02826)

Bi-criteria

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GB and GEB 0.7723 GB Small (0.5002) 0.7273 GB Small (0.5012)

GB and GREB 7.153e-13 GB Small (0.5063) 0.7899 GB Small (0.5006)

GB and HGSB 0.000 GB Medium (0.6471) 0.000 GB Small (0.5844)

GB and SimB 0.000 GB Medium (0.6251) 0.000 SimB Large (0.05058)

GEB and GREB 2.075e-13 GEB Small (0.5061) 0.9786 GREB Small (0.4993)

GEB and HGSB 0.000 GEB Medium (0.647) 0.000 GEB Small (0.5831)

GEB and SimB 0.000 GEB Medium (0.625) 0.000 SimB Large (0.05082)

GREB and HGSB 0.000 GREB Medium (0.6393) 0.000 GREB Small (0.5855)

GREB and SimB 0.000 GREB Medium (0.6183) 0.000 SimB Large (0.04875)

HGSB and SimB 8.119e-150 SimB Small (0.4788) 0.000 SimB Large (0.02867)
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Table A.22: Mann-Whitney and Â12 effect size measurements for PDFSam real

All-transitions

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET NaN None NO effect (0.5) 0.3779 GET Small (0.4858)

GT and GRET NaN None NO effect (0.5) 0.2248 GRET Small (0.485)

GT and HGST 6.354e-173 GT Large (1) 1.025e-09 GT Small (0.5745)

GT and SimT 2.063e-146 GT Large (0.873) 0.5262 SimT Small (0.4947)

GET and GRET NaN None NO effect (0.5) 0.6902 GRET Small (0.4989)

GET and HGST 6.354e-173 GET Large (1) 1.478e-12 GET Small (0.5899)

GET and SimT 2.063e-146 GET Large (0.873) 0.9069 GET Small (0.5086)

GRET and HGST 6.354e-173 GRET Large (1) 2.118e-13 GRET Small (0.5891)

GRET and SimT 2.063e-146 GRET Large (0.873) 0.6158 GRET Small (0.5095)

HGST and SimT 5.363e-98 SimT Large (0.2152) 5.535e-11 SimT Small (0.4215)

All-transition-pairs

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GP and GEP NaN None NO effect (0.5) 0.4007 GEP Small (0.4927)

GP and GREP NaN None NO effect (0.5) 0.24 GREP Small (0.4884)

GP and HGSP 1.799e-219 GP Large (1) 8.058e-07 GP Small (0.562)

GP and SimP 5.23e-77 GP Large (0.6725) 0.7588 SimP Small (0.4983)

GEP and GREP NaN None NO effect (0.5) 0.8274 GREP Small (0.4958)

GEP and HGSP 1.799e-219 GEP Large (1) 9.173e-09 GEP Small (0.5684)

GEP and SimP 5.23e-77 GEP Large (0.6725) 0.5667 GEP Small (0.5056)

GREP and HGSP 1.799e-219 GREP Large (1) 1.428e-09 GREP Small (0.573)

GREP and SimP 5.23e-77 GREP Large (0.6725) 0.4395 GREP Small (0.5099)

HGSP and SimP 1.832e-144 SimP Large (0.1725) 1.968e-07 SimP Small (0.4369)

Bi-criteria

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GB and GEB 0.2315 GEB Small (0.485) 0.843 GEB Small (0.4995)

GB and GREB 2.124e-62 GB Large (0.7038) 0.05683 GREB Small (0.4811)

GB and HGSB 1.67e-78 GB Large (0.7399) 8.109e-10 GB Small (0.5768)

GB and SimB 3.007e-155 GB Large (0.956) 1.626e-99 SimB Large (0.1934)

GEB and GREB 1.724e-72 GEB Large (0.7187) 0.04481 GREB Small (0.4816)

GEB and HGSB 6.322e-85 GEB Large (0.7529) 1.678e-09 GEB Small (0.5776)

GEB and SimB 1.852e-157 GEB Large (0.9597) 1.585e-101 SimB Large (0.1941)

GREB and HGSB 4.009e-12 GREB Small (0.5633) 7.805e-15 GREB Small (0.5924)

GREB and SimB 2.809e-145 GREB Large (0.9054) 2.759e-92 SimB Large (0.2142)

HGSB and SimB 9.323e-114 HGSB Large (0.8266) 9.479e-118 SimB Large (0.1466)
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Table A.23: Mann-Whitney and Â12 effect size measurements for general average in PDFSam syn-

thetics

All-transitions

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET 1.018e-174 GET Small (0.489) 5.547e-05 GT Small (0.5068)

GT and GRET 2.067e-286 GRET Small (0.4873) 1.419e-97 GT Small (0.5415)

GT and HGST 0.2282 GT Small (0.5051) 1.012e-91 GT Small (0.5366)

GT and SimT 9.033e-12 GT Small (0.5008) 0.000 SimT Large (0.1759)

GET and GRET 1.748e-25 GRET Small (0.4982) 7.393e-70 GET Small (0.535)

GET and HGST 3.536e-163 GET Small (0.5159) 3.584e-59 GET Small (0.5299)

GET and SimT 2.132e-114 GET Small (0.51) 0.000 SimT Large (0.1715)

GRET and HGST 1.351e-250 GRET Small (0.5176) 0.7757 HGST Small (0.4946)

GRET and SimT 5.713e-187 GRET Small (0.512) 0.000 SimT Large (0.1546)

HGST and SimT 7.204e-07 SimT Small (0.4916) 0.000 SimT Large (0.152)

All-transition-pairs

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GP and GEP 1.266e-14 GP Small (0.5014) 1.019e-12 GP Small (0.5124)

GP and GREP 3.235e-10 GP Small (0.5011) 1.416e-106 GP Small (0.5433)

GP and HGSP 0.000 GP Small (0.5182) 2.582e-72 GP Small (0.5387)

GP and SimP 0.000 GP Small (0.5408) 0.000 SimP Large (0.09703)

GEP and GREP 0.007528 GREP Small (0.4997) 3.424e-51 GEP Small (0.5312)

GEP and HGSP 0.000 GEP Small (0.5173) 3.873e-32 GEP Small (0.5265)

GEP and SimP 0.000 GEP Small (0.5394) 0.000 SimP Large (0.08884)

GREP and HGSP 0.000 GREP Small (0.5175) 0.01515 HGSP Small (0.4955)

GREP and SimP 0.000 GREP Small (0.5395) 0.000 SimP Large (0.07624)

HGSP and SimP 4.921e-253 HGSP Small (0.5203) 0.000 SimP Large (0.08089)

Bi-criteria

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GB and GEB 0.007884 GB Small (0.5011) 0.004659 GB Small (0.5071)

GB and GREB 5.672e-43 GB Small (0.5036) 2.641e-159 GB Small (0.5644)

GB and HGSB 0.008151 GB Small (0.5006) 5.028e-62 GB Small (0.5358)

GB and SimB 0.000 GB Small (0.5682) 0.000 SimB Large (0.03377)

GEB and GREB 2.58e-26 GEB Small (0.5025) 3.149e-131 GEB Small (0.5572)

GEB and HGSB 0.733 HGSB Small (0.4996) 1.135e-45 GEB Small (0.5284)

GEB and SimB 0.000 GEB Small (0.5676) 0.000 SimB Large (0.03371)

GREB and HGSB 2.327e-20 HGSB Small (0.4973) 8.213e-21 HGSB Small (0.4702)

GREB and SimB 0.000 GREB Small (0.5665) 0.000 SimB Large (0.02595)

HGSB and SimB 0.000 HGSB Small (0.5679) 0.000 SimB Large (0.02597)
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Table A.24: Mann-Whitney and Â12 effect size measurements for TaRGeT real

All-transitions

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET NaN None NO effect (0.5) 0.7146 GET Small (0.496)

GT and GRET NaN None NO effect (0.5) 0.2133 GRET Small (0.486)

GT and HGST 2.326e-167 GT Large (0.9995) 7.374e-07 HGST Small (0.4396)

GT and SimT 1.909e-114 GT Large (0.7585) 0.01008 SimT Small (0.471)

GET and GRET NaN None NO effect (0.5) 0.3796 GRET Small (0.49)

GET and HGST 2.326e-167 GET Large (0.9995) 5.664e-06 HGST Small (0.4432)

GET and SimT 1.909e-114 GET Large (0.7585) 0.02595 SimT Small (0.475)

GRET and HGST 2.326e-167 GRET Large (0.9995) 0.0001295 HGST Small (0.4522)

GRET and SimT 1.909e-114 GRET Large (0.7585) 0.1832 SimT Small (0.485)

HGST and SimT 6.416e-163 SimT Large (0.01136) 0.02042 HGST Small (0.5343)

All-transition-pairs

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GP and GEP NaN None NO effect (0.5) 0.596 GEP Small (0.494)

GP and GREP NaN None NO effect (0.5) 0.5995 GREP Small (0.494)

GP and HGSP 1.442e-96 GP Large (0.7495) 1.227e-06 HGSP Small (0.4595)

GP and SimP NaN None NO effect (0.5) 7.771e-17 SimP Small (0.407)

GEP and GREP NaN None NO effect (0.5) 1.000 None NO effect (0.5)

GEP and HGSP 1.442e-96 GEP Large (0.7495) 2.805e-05 HGSP Small (0.4653)

GEP and SimP NaN None NO effect (0.5) 1.033e-14 SimP Small (0.413)

GREP and HGSP 1.442e-96 GREP Large (0.7495) 3.353e-05 HGSP Small (0.4653)

GREP and SimP NaN None NO effect (0.5) 2.597e-15 SimP Small (0.413)

HGSP and SimP 1.442e-96 SimP Large (0.2505) 0.01404 SimP Small (0.4508)

Bi-crietria

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GB and GEB NaN None NO effect (0.5) 0.6817 GEB Small (0.4955)

GB and GREB NaN None NO effect (0.5) 0.596 GB Small (0.506)

GB and HGSB 1.732e-107 GB Large (0.7835) 3.045e-18 HGSB Small (0.422)

GB and SimB 2.146e-106 GB Large (0.74) 6.15e-113 SimB Large (0.242)

GEB and GREB NaN None NO effect (0.5) 0.3333 GEB Small (0.5105)

GEB and HGSB 1.732e-107 GEB Large (0.7835) 1.846e-18 HGSB Small (0.4261)

GEB and SimB 2.146e-106 GEB Large (0.74) 2.09e-111 SimB Large (0.2465)

GREB and HGSB 1.732e-107 GREB Large (0.7835) 1.173e-19 HGSB Small (0.4165)

GREB and SimB 2.146e-106 GREB Large (0.74) 2.095e-116 SimB Large (0.236)

HGSB and SimB 1.854e-14 SimB Small (0.4272) 3.177e-12 SimB Medium (0.3432)
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Table A.25: Mann-Whitney and Â12 effect size measurements for general average in TaRGeT syn-

thetics

All-transitions

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET 0.000 GET Small (0.4701) 2.842e-66 GT Small (0.536)

GT and GRET 0.000 GRET Small (0.4704) 1.03e-53 GT Small (0.5303)

GT and HGST 0.000 GT Small (0.5894) 1.336e-53 HGST Small (0.475)

GT and SimT 0.000 SimT Small (0.4784) 0.000 SimT Medium (0.3718)

GET and GRET 0.01189 GET Small (0.5002) 0.08555 GRET Small (0.4944)

GET and HGST 0.000 GET Medium (0.613) 9.711e-219 HGST Small (0.4393)

GET and SimT 0.000 GET Small (0.5103) 0.000 SimT Medium (0.3432)

GRET and HGST 0.000 GRET Medium (0.6128) 1.863e-198 HGST Small (0.4449)

GRET and SimT 7.272e-280 GRET Small (0.51) 0.000 SimT Medium (0.3477)

HGST and SimT 0.000 SimT Medium (0.3952) 0.000 SimT Medium (0.3951)

All-transition-pairs

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GP and GEP 0.1963 GP Small (0.5001) 1.553e-14 GP Small (0.516)

GP and GREP 0.7439 GP Small (0.5001) 1.258e-10 GP Small (0.5134)

GP and HGSP 0.000 GP Small (0.514) 0.4774 GP Small (0.5029)

GP and SimP 1.716e-298 GP Small (0.5021) 0.000 SimP Large (0.3004)

GEP and GREP 0.3414 GREP Small (0.5) 0.4292 GREP Small (0.4975)

GEP and HGSP 0.000 GEP Small (0.5138) 1.515e-09 HGSP Small (0.4869)

GEP and SimP 2.598e-288 GEP Small (0.502) 0.000 SimP Large (0.29)

GREP and HGSP 0.000 GREP Small (0.5139) 8.852e-07 HGSP Small (0.4896)

GREP and SimP 1.35e-293 GREP Small (0.502) 0.000 SimP Large (0.2927)

HGSP and SimP 0.000 SimP Small (0.4887) 0.000 SimP Large (0.2992)

Bi-criteria

Comparison
SSR FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GB and GEB 9.422e-42 GB Small (0.503) 4.866e-22 GB Small (0.521)

GB and GREB 7.343e-52 GB Small (0.5031) 1.328e-140 GB Small (0.5524)

GB and HGSB 9.001e-84 GB Small (0.5037) 0.5043 HGSB Small (0.4979)

GB and SimB 0.000 GB Small (0.512) 0.000 SimB Large (0.2382)

GEB and GREB 0.03936 GEB Small (0.5001) 2.348e-53 GEB Small (0.5311)

GEB and HGSB 3.777e-11 GEB Small (0.5007) 2.931e-28 HGSB Small (0.4771)

GEB and SimB 0.000 GEB Small (0.5088) 0.000 SimB Large (0.2229)

GREB and HGSB 3.46e-06 GREB Small (0.5006) 1.876e-151 HGSB Small (0.4458)

GREB and SimB 0.000 GREB Small (0.5084) 0.000 SimB Large (0.1946)

HGSB and SimB 0.000 HGSB Small (0.5085) 0.000 SimB Large (0.2411)
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A.5.3 Study Question 3

Table A.26: Mann-Whitney and Â12 effect size measurements for CB real

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET
0.4693 GT Small (0.507) GP and GEP

0.4693 GP Small (0.507)

GT and GRET
7.757e-06 GRET Small (0.46) GP and GREP

7.757e-06 GREP Small (0.46)

GT and HGST
1.496e-140 GT Large (0.9219) GP and HGSP

1.496e-140 GP Large (0.9219)

GT and SimT
2.618e-56 SimT Medium (0.375) GP and SimB

2.618e-56 SimB Medium (0.375)

GET and GRET
5.055e-07 GRET Small (0.453) GEP and GREP

5.055e-07 GREP Small (0.453)

GET and HGST
3.828e-141 GET Large (0.9188) GEP and HGSP

3.828e-141 GEP Large (0.9188)

GET and SimT
2.322e-59 SimT Medium (0.368) GEP and SimB

2.322e-59 SimB Medium (0.368)

GRET and HGST
1.274e-151 GRET Large (0.9392) GREP and HGSP

1.274e-151 GREP Large (0.9392)

GRET and SimT
7.486e-39 SimT Small (0.415) GREP and SimB

7.486e-39 SimB Small (0.415)

HGST and SimT
1.812e-164 SimT Large (0.024) HGSP and SimB

1.812e-164 SimB Large (0.024)

Table A.27: Mann-Whitney and Â12 effect size measurements for CB synthetics

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET
0.704 GT Small (0.5004) GB and GEB

0.704 GB Small (0.5004)

GT and GRET
0.0002906 GRET Small (0.4961) GB and GREB

0.0002906 GREB Small (0.4961)

GT and HGST
0.000 GT Large (0.7032) GB and HGSP

0.000 GB Large (0.7032)

GT and SimT
0.000 GT Large (0.7718) GB and SimP

0.000 GB Large (0.7718)

GET and GRET
0.000119 GRET Small (0.4957) GEB and GREB

0.000119 GREB Small (0.4957)

GET and HGST
0.000 GET Large (0.7029) GEB and HGSP

0.000 GEB Large (0.7029)

GET and SimT
0.000 GET Large (0.7716) GEB and SimP

0.000 GEB Large (0.7716)

GRET and HGST
0.000 GRET Large (0.7064) GREB and HGSP

0.000 GREB Large (0.7064)

GRET and SimT
0.000 GRET Large (0.774) GREB and SimP

0.000 GREB Large (0.774)

HGST and SimT
0.000 HGST Small (0.5892) HGSP and SimP

0.000 HGSP Small (0.5892)

Table A.28: Mann-Whitney and Â12 effect size measurements for PDFSam real

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET
NaN None NO effect (0.5) GB and GEB

NaN None NO effect (0.5)

GT and GRET
NaN None NO effect (0.5) GB and GREB

NaN None NO effect (0.5)

GT and HGST
6.354e-173 GT Large (1) GB and HGSB

6.354e-173 GB Large (1)

GT and SimT
2.063e-146 GT Large (0.873) GB and SimB

2.063e-146 GB Large (0.873)

GET and GRET
NaN None NO effect (0.5) GEB and GREB

NaN None NO effect (0.5)

GET and HGST
6.354e-173 GET Large (1) GEB and HGSB

6.354e-173 GEB Large (1)

GET and SimT
2.063e-146 GET Large (0.873) GEB and SimB

2.063e-146 GEB Large (0.873)

GRET and HGST
6.354e-173 GRET Large (1) GREB and HGSB

6.354e-173 GREB Large (1)

GRET and SimT
2.063e-146 GRET Large (0.873) GREB and SimB

2.063e-146 GREB Large (0.873)

HGST and SimT
5.363e-98 SimT Large (0.2152) HGSB and SimB

5.363e-98 SimB Large (0.2152)
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Table A.29: Mann-Whitney and Â12 effect size measurements for PDFSam synthetics

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET
1.018e-174 GET Small (0.489) GP and GEP

1.018e-174 GEP Small (0.489)

GT and GRET
2.067e-286 GRET Small (0.4873) GP and GREP

2.067e-286 GREP Small (0.4873)

GT and HGST
0.2282 GT Small (0.5051) GP and HGSP

0.2282 GP Small (0.5051)

GT and SimT
9.033e-12 GT Small (0.5008) GP and SimB

9.033e-12 GP Small (0.5008)

GET and GRET
1.748e-25 GRET Small (0.4982) GEP and GREP

1.748e-25 GREP Small (0.4982)

GET and HGST
3.536e-163 GET Small (0.5159) GEP and HGSP

3.536e-163 GEP Small (0.5159)

GET and SimT
2.132e-114 GET Small (0.51) GEP and SimB

2.132e-114 GEP Small (0.51)

GRET and HGST
1.351e-250 GRET Small (0.5176) GREP and HGSP

1.351e-250 GREP Small (0.5176)

GRET and SimT
5.713e-187 GRET Small (0.512) GREP and SimB

5.713e-187 GREP Small (0.512)

HGST and SimT
7.204e-07 SimT Small (0.4916) HGSP and SimB

7.204e-07 SimB Small (0.4916)

Table A.30: Mann-Whitney and Â12 effect size measurements for TaRGeT real

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET
NaN None NO effect (0.5) GP and GEP

NaN None NO effect (0.5)

GT and GRET
NaN None NO effect (0.5) GP and GREP

NaN None NO effect (0.5)

GT and HGST
2.326e-167 GT Large (0.9995) GP and HGSB

2.326e-167 GP Large (0.9995)

GT and SimT
1.909e-114 GT Large (0.7585) GP and SimB

1.909e-114 GP Large (0.7585)

GET and GRET
NaN None NO effect (0.5) GEP and GREP

NaN None NO effect (0.5)

GET and HGST
2.326e-167 GET Large (0.9995) GEP and HGSB

2.326e-167 GEP Large (0.9995)

GET and SimT
1.909e-114 GET Large (0.7585) GEP and SimB

1.909e-114 GEP Large (0.7585)

GRET and HGST
2.326e-167 GRET Large (0.9995) GREP and HGSB

2.326e-167 GREP Large (0.9995)

GRET and SimT
1.909e-114 GRET Large (0.7585) GREP and SimB

1.909e-114 GREP Large (0.7585)

HGST and SimT
6.416e-163 SimT Large (0.01136) HGSB and SimB

6.416e-163 SimB Large (0.01136)

Table A.31: Mann-Whitney and Â12 effect size measurements for TaRGeT synthetics

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GET
0.000 GET Small (0.4701) GB and GEB

0.000 GEB Small (0.4701)

GT and GRET
0.000 GRET Small (0.4704) GB and GREP

0.000 GREP Small (0.4704)

GT and HGST
0.000 GT Small (0.5894) GB and HGSB

0.000 GB Small (0.5894)

GT and SimT
0.000 SimT Small (0.4784) GB and SimB

0.000 SimB Small (0.4784)

GET and GRET
0.01189 GET Small (0.5002) GEB and GREP

0.01189 GEB Small (0.5002)

GET and HGST
0.000 GET Medium (0.613) GEB and HGSB

0.000 GEB Medium (0.613)

GET and SimT
0.000 GET Small (0.5103) GEB and SimB

0.000 GEB Small (0.5103)

GRET and HGST
0.000 GRET Medium (0.6128) GREP and HGSB

0.000 GREP Medium (0.6128)

GRET and SimT
7.272e-280 GRET Small (0.51) GREP and SimB

7.272e-280 GREP Small (0.51)

HGST and SimT
0.000 SimT Medium (0.3952) HGSB and SimB

0.000 SimB Medium (0.3952)
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A.5.4 Study Question 4

Table A.32: Mann-Whitney and Â12 effect size measurements for CB real

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

SimT and SimP
1.799e-219 SimT Large (1) SimT and SimP

1.799e-219 SimT Large (1)

SimT and SimB
1.139e-183 SimT Large (1) SimT and SimB

1.139e-183 SimT Large (1)

SimP and SimB
6.921e-61 SimP Medium (0.6355) SimP and SimB

6.921e-61 SimP Medium (0.6355)

Table A.33: Mann-Whitney and Â12 effect size measurements for CB synthetics

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GRET and SimP
0.000 GRET Large (1) SimT and SimP

0.000 SimT Large (1)

GRET and GB
0.000 GRET Large (1) SimT and SimB

0.000 SimT Large (1)

SimP and GB
0.000 SimP Small (0.5396) SimP and SimB

0.000 SimP Small (0.5396)

Table A.34: Mann-Whitney and Â12 effect size measurements for PDFSam real

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT = GET = GRET

and

GP = GEP = GREP

1.799e-219 GT = GET = GRET Large (1.0) GRET and GREP
1.799e-219 GRET Large (1.0)

GT = GET = GRET

and GEB

8.748e-172 GT = GET = GRET Large (1.0) GRET and SimB
8.748e-172 GRET Large (1.0)

GP = GEP = GREP

and GEB

1.074e-133 GP = GEP = GREP Large (0.869) GREP and SimB
1.074e-133 GREP Large (0.869)

Table A.35: Mann-Whitney and Â12 effect size measurements for PDFSam synthetics

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GRET and GP
0.000 GRET Large (0.917) SimT and SimP

0.000 SimT Large (0.917)

GRET and GB
0.000 GRET Large (0.9233) SimT and SimB

0.000 SimT Large (0.9233)

GP and GB
0.000 GP Small (0.5121) SimP and SimB

0.000 SimP Small (0.5121)
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Table A.36: Mann-Whitney and Â12 effect size measurements for TaRGeT real

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GT = GET = GRET

and GP = GEP =

GREP = SimP

1.799e-219 GT = GET = GRET Large (1.0) HGST and SimP
1.799e-219 HGST Large (1.0)

GT = GET = GRET

and

GB = GEB = GREB

1.799e-219 GT = GET = GRET Large (1.0) HGST and SimB
1.799e-219 HGST Large (1.0)

GP = GEP =

GREP = SimP and

GB = GEB = GREB

NaN None NO effect (0.5) SimP and SimB
NaN None NO effect (0.5)

Table A.37: Mann-Whitney and Â12 effect size measurements for TaRGeT synthetics

Comparison
SSR

Comparison
FC

ρ-value Superior Effect Size ρ-value Superior Effect Size

GET and GP
0.000 GET Large (0.9444) SimT and SimP

0.000 SimT Large (0.9444)

GET and GB
0.000 GET Large (0.9461) SimT and SimB

0.000 SimT Large (0.9461)

GP and GB
0.000 GP Small (0.5222) SimP and SimB

0.000 SimP Small (0.5222)
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A.6 The minimum, maximum, median and average
Table A.38: The minimum, maximum, median and average for CB real

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GT 62.32 63.77 63.77 63.41 0.6279

GET 62.32 63.77 63.77 63.39 0.6392

GRET 62.32 63.77 63.77 63.52 0.5447

HGST 59.42 60.87 63.77 61.4 1.083

SimT 63.77 63.77 63.77 63.77 0.00

FC

GT 20 50 80 45.71 11.93

GET 20 40 90 42.1 11.72

GRET 20 40 60 36.32 9.063

HGST 20 50 90 46.44 12.36

SimT 40 60 70 55.28 7.195

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GP 53.62 55.07 56.52 55.04 0.938

GEP 55.07 56.52 56.52 56.18 0.6139

GREP 55.07 56.52 56.52 56.2 0.6026

HGSP 49.28 52.17 53.62 52.17 1.143

SimP 56.52 56.52 56.52 56.52 0.00

FC

GP 30 60 90 56.47 10.3

GEP 30 50 80 51.93 11.27

GREP 30 50 60 46.3 6.896

HGSP 30 60 90 57.57 11.43

SimP 50 70 80 65.42 7.326

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GB 52.17 55.07 56.52 54.37 1.151

GEB 52.17 55.07 56.52 54.41 1.129

GREB 52.17 53.62 55.07 53.7 0.8801

HGSB 49.28 53.62 56.52 53.18 1.441

SimB 55.07 56.52 56.52 56.13 0.6445

FC

GB 30 50 90 52.3 11.35

GEB 30 50 90 48.95 11.5

GREB 30 40 60 43.27 8.214

HGSB 30 50 90 53.1 11.99

SimB 50 70 80 66.67 6.682
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Table A.39: The minimum, maximum, median and average for CB synthetics

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GT 77.05 80 81.34 79.89 1.209

GET 77.05 80 81.34 79.88 1.209

GRET 77.05 80 81.34 79.9 1.213

HGST 76.27 79.07 81.34 78.99 1.152

SimT 72.03 78.63 81.34 78.48 1.46

FC

GT 5.556 41.18 78.95 41.24 10.37

GET 5.556 41.18 78.95 41.27 10.45

GRET 5.556 38.89 78.95 40.32 10.09

HGST 11.11 38.89 77.78 38.23 9.538

SimT 22.22 55.56 88.24 56.57 9.569

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GP 62.3 69.84 75.37 69.84 2.686

GEP 63.11 70 75.37 69.99 2.642

GREP 63.11 70 75.37 69.99 2.647

HGSP 60.66 68.8 73.88 68.78 2.62

SimP 62.3 70.23 75.37 70.2 2.682

FC

GP 27.78 61.11 95 62.09 9.371

GEP 29.41 61.11 94.74 61.54 9.323

GREP 27.78 61.11 94.74 61.97 8.92

HGSP 29.41 61.11 94.74 60.58 9.283

SimP 55.56 84.21 100 85.15 8.01

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GB 60.66 69.84 75.37 69.78 3.046

GEB 60.66 69.84 75.37 69.78 3.043

GREB 59.84 69.84 75.37 69.73 3.057

HGSB 60.66 68.7 73.88 68.35 2.717

SimB 59.02 68.75 75.37 68.54 2.795

FC

GB 27.27 63.16 94.74 63.13 9.872

GEB 22.73 63.16 100 63.09 9.903

GREB 27.78 63.16 94.74 63.13 9.554

HGSB 29.41 61.11 100 60.22 9.344

SimB 50 84.21 100 84.86 8.213
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Table A.40: The minimum, maximum, median and average for PDFSam real

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GT 91.24 91.24 91.24 91.24 0.00

GET 91.24 91.24 91.24 91.24 0.00

GRET 91.24 91.24 91.24 91.24 0.00

HGST 89.05 89.78 90.51 90.03 0.4804

SimT 89.05 90.51 91.24 90.62 0.4324

FC

GT 0.00 0.00 60 11.7 13.13

GET 0.00 20 60 12.24 12.77

GRET 0.00 20 60 12.46 13.35

HGST 0.00 0.00 80 8.2 12.33

SimT 0.00 0.00 60 12.1 13.62

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GP 87.59 87.59 87.59 87.59 0.00

GEP 87.59 87.59 87.59 87.59 0.00

GREP 87.59 87.59 87.59 87.59 0.00

HGSP 86.86 86.86 86.86 86.86 0.00

SimP 86.86 87.59 87.59 87.34 0.3471

FC

GP 0.00 0.00 40 10.56 12.22

GEP 0.00 0.00 60 11.08 12.86

GREP 0.00 0.00 60 11.26 12.84

HGSP 0.00 0.00 60 7.84 11.81

SimP 0.00 0.00 60 10.74 12.57

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GB 86.13 86.86 87.59 86.85 0.5193

GEB 86.13 86.86 87.59 86.88 0.5172

GREB 86.13 86.13 86.86 86.45 0.3622

HGSB 85.4 86.13 86.86 86.31 0.502

SimB 84.67 85.4 86.13 85.64 0.3526

FC

GB 0.00 20 60 13.56 13.95

GEB 0.00 20 80 13.66 14.18

GREB 0.00 20 80 14.86 15.15

HGSB 0.00 0.00 60 9.8 13.36

SimB 0.00 40 80 34.72 17.52
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Table A.41: The minimum, maximum, median and average for PDFSam synthetics

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GT 86.41 90 96.77 90.73 3.061

GET 86.41 90 96.77 90.81 3.011

GRET 86.41 90 96.77 90.82 3.015

HGST 85.58 89.83 96.77 90.72 3.128

SimT 86.36 89.83 96.77 90.73 2.919

FC

GT 0.00 0.00 80 12.4 16.11

GET 0.00 0.00 100 11.98 15.87

GRET 0.00 0.00 100 10.03 15.13

HGST 0.00 0.00 100 10.06 14.56

SimT 0.00 40 100 40.17 24.26

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GP 75.26 84.43 91.98 84.3 3.531

GEP 75.26 84.43 91.98 84.3 3.515

GREP 75.26 84.43 91.98 84.3 3.52

HGSP 76.29 84.59 91.98 84.08 3.625

SimP 75.26 84.21 91.98 83.93 3.615

FC

GP 0.00 20 100 22.75 20.8

GEP 0.00 20 100 21.62 20.12

GREP 0.00 20 100 19.36 19.29

HGSP 0.00 20 100 19.89 20.03

SimP 0.00 66.67 100 65.84 23.46

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GB 76.29 84.43 91.98 84.2 3.467

GEB 76.29 84.43 91.98 84.19 3.465

GREB 76.29 84.06 91.98 84.17 3.479

HGSB 76.29 84.76 91.98 84.21 3.502

SimB 74.23 83.2 91.98 83.44 3.716

FC

GB 0.00 20 100 21.91 20.19

GEB 0.00 20 100 21.54 20.34

GREB 0.00 16.67 100 17.69 19.59

HGSB 0.00 20 100 19.31 19.15

SimB 0.00 80 100 79.11 19.82
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Table A.42: The minimum, maximum, median and average for TaRGeT real

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GT 35.37 35.37 35.37 35.37 0.00

GET 35.37 35.37 35.37 35.37 0.00

GRET 35.37 35.37 35.37 35.37 0.00

HGST 26.83 30.49 35.37 30.94 1.516

SimT 34.15 34.15 35.37 34.74 0.6098

FC

GT 69.23 69.23 76.92 72.95 3.846

GET 69.23 69.23 76.92 73.01 3.847

GRET 69.23 76.92 76.92 73.16 3.847

HGST 69.23 76.92 84.62 74.28 5.033

SimT 69.23 76.92 76.92 73.39 3.835

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GP 12.2 12.2 12.2 12.2 0.00

GEP 12.2 12.2 12.2 12.2 0.00

GREP 12.2 12.2 12.2 12.2 0.00

HGSP 8.537 12.2 12.2 11.47 0.8104

SimP 12.2 12.2 12.2 12.2 0.00

FC

GP 76.92 76.92 84.62 80.75 3.848

GEP 76.92 84.62 84.62 80.85 3.847

GREP 76.92 84.62 84.62 80.85 3.847

HGSP 76.92 84.62 92.31 81.52 4.303

SimP 76.92 84.62 84.62 82.18 3.578

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GB 12.2 12.2 12.2 12.2 0.00

GEB 12.2 12.2 12.2 12.2 0.00

GREB 12.2 12.2 12.2 12.2 0.00

HGSB 8.537 10.98 12.2 11.34 0.8579

SimB 10.98 12.2 12.2 11.61 0.6096

FC

GB 76.92 76.92 84.62 80.6 3.844

GEB 76.92 76.92 84.62 80.67 3.847

GREB 76.92 76.92 84.62 80.51 3.839

HGSB 76.92 84.62 92.31 82.16 4.851

SimB 76.92 84.62 84.62 84.57 0.5944
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Table A.43: The minimum, maximum, median and average for TaRGeT synthetics

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GT 31.25 42.05 66 42.92 7.166

GET 34.52 42.29 66 43.5 7.099

GRET 34.52 42.29 66 43.5 7.104

HGST 27.27 39.53 66 41.02 7.705

SimT 34.52 42.29 66 43.33 7.168

FC

GT 15.38 61.11 100 60.11 11.54

GET 15.38 58.33 100 58.85 11.42

GRET 15.38 58.33 100 59.01 11.57

HGST 15.38 61.54 100 61.16 11.69

SimT 25 66.67 92.31 64.76 12.79

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GP 9.876 21.02 56.67 23.22 10.22

GEP 9.876 21.02 56.67 23.22 10.23

GREP 9.876 21.02 56.67 23.22 10.23

HGSP 8.642 20.69 56.67 22.8 10.06

SimP 9.876 21.02 56.67 23.15 10.23

FC

GP 55.56 78.57 100 79.83 8.43

GEP 50 78.57 100 79.35 8.742

GREP 50 78.57 100 79.42 8.763

HGSP 50 78.57 100 79.76 8.592

SimP 58.33 85.71 100 85.94 8.357

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

SSR

GB 8.642 20.69 56.67 22.59 10.19

GEB 8.75 20.69 56.67 22.51 10.18

GREB 8.75 20.45 56.67 22.49 10.16

HGSB 7.5 20.45 56.67 22.49 10.22

SimB 7.5 20.45 56.67 22.23 10.22

FC

GB 55.56 78.57 100 80.16 8.657

GEB 50 78.57 100 79.5 8.814

GREB 50 77.78 100 78.48 8.458

HGSB 50 80 100 80.2 8.826

SimB 58.33 91.3 100 88.53 7.777
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A.7 Scattering (SSR_FC)

A.7.1 Normality test

Table A.44: Anderson-Darling normality test (ρ-value) for CB configuration

Strategy
CB real CB synthetics

T P B T P B

G 3.894e-63 1.854e-64 1.412e-145 ∞ ∞ NA

GE 1.243e-176 6.613e-45 1.116e-147 ∞ NA NA

GRE 1.613e-103 1.592e-63 3.093e-57 ∞ NA NA

HGS 2.123e-117 4.334e-134 4.754e-134 3.799e-130 2.089e-165 9.541e-94

Sim 3.242e-131 NaN 4.364e-170 ∞ ∞ ∞

Table A.45: Anderson-Darling normality test (ρ-value) for PDFSam configuration

Strategy
PDFSam real PDFSam synthetics

T P B T P B

G 7.535e-70 4.266e-63 5.092e-61 ∞ ∞ ∞

GE 8.18e-28 1.401e-59 NA NA ∞ ∞

GRE 4.781e-37 1.53e-79 9.31e-79 NA ∞ ∞

HGS 1.266e-43 2.489e-59 2.934e-44 ∞ ∞ 1.333e-75

Sim 6.646e-117 2.31e-20 5.654e-178 ∞ ∞ ∞

Table A.46: Anderson-Darling normality test (ρ-value) for TaRGeT configuration

Strategy
TaRGeT real TaRGeT synthetics

T P B T P B

G 1.074e-69 8.819e-80 2.408e-158 ∞ ∞ ∞

GE 2.042e-47 1.119e-167 1.285e-156 NA ∞ ∞

GRE 1.326e-66 2.855e-157 1.395e-161 NA ∞ ∞

HGS 3.454e-53 6.229e-134 1.72e-151 ∞ ∞ ∞

Sim 8.868e-185 NaN NaN ∞ ∞ ∞
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A.7.2 Kruskal-Wallis test

Table A.47: Krukal-Wallis test for SQ1

ρ-value

Comparison CB real CB synthetics PDFSam real PDFSam synthetics TaRGeT real TaRGeT synthetics

GT = GP = GB 3.108e-21 0.000 4.774e-80 0.000 7.377e-92 0.000

GET = GEP = GEB 3.108e-21 0.000 4.774e-80 0.000 7.377e-92 0.000

GRET = GREP = GREB 3.108e-21 0.000 4.774e-80 0.000 7.377e-92 0.000

HGST = HGSP = HGSB 3.108e-21 0.000 4.774e-80 0.000 7.377e-92 0.000

SimT = SimP = SimB 3.108e-21 0.000 4.774e-80 0.000 7.377e-92 0.000

Table A.48: Krukal-Wallis test for SQ2

ρ-value

Comparison CB real CB synthetics PDFSam real PDFSam synthetics TaRGeT real TaRGeT synthetics

GT = GET = GRET = HGST = SimT 2.999e-77 0.000 3.73e-90 0.000 0.000 0.000

GP = GEP = GREP = HGSP = SimP 9.237e-104 0.000 4.683e-105 0.000 0.000 0.000

GB = GEB = GREB = HGSB = SimB 0.000 0.000 4.066e-121 0.000 0.000 0.000

Table A.49: Krukal-Wallis test for SQ3

Specification Comparison ρ-value

CB real GP = GET = GRET = HGST = SimB 1.05e-256

CB synthetics GP = GEP = GREP = HGSB = SimP 0.000

PDFSam real GB = GEP = GREP = HGST = SimP 3.438e-35

PDFSam synthetics GP = GET = GRET = HGSB = SimB 0.000

TaRGeT real GT = GET = GRET = HGST = SimT 0.000

TaRGeT synthetics GT = GET = GRET = HGST = SimB 0.000

Table A.50: Krukal-Wallis test for SQ4

Specification Comparison ρ-value

CB real GRET = GP = SimB 5.165e-175

CB synthetics HGST = SimP = SimB 0.000

PDFSam real GRET = GREP = GB 0.005333

PDFSam synthetics SimT = SimP = SimB 0.000

TaRGeT real SimT = GP = GEB 0.000

TaRGeT synthetics SimT = SimP = SimB 2.193e-189
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A.7.3 Boxplots
Study Question 1

●

●●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●●●

●

●

●

●

●●●

●

●

●

●

●

●

●● ●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●●

●

●

●●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●●

●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●●●

●

●●

●

●

●

●

●

●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

0

10

20

30

40

50

Boxplot − SSR_FC −  CB real 

S
S

R
_
F

C
 (

%
)

Reduction StrategyCoverage Criterion

●

●
●

●
●

●

●

●

●

●●

●

●

●
●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●●●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●
●

●

●

●●
●
●
●
●●

●

●

●

●

●

●

●
●
●
●

●
●

●

●

●

●

●

●

●
●

●

●
●●

●

●

●
●
●
●
●

●

●

●●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●●

●●

●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●
●

●
●

●

●
●

●

●

●
●

●
●

●

●

●
●

●

●

●
●

●

●●
●
●
●

●●
●

●

●

●

●

●
●

●

●
●
●
●

●

●

●

●

●
●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●●
●

●

●

●
●

●

●

●
●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●●

●

●●

●

●

●

●●
●
●
●

●

●

●

●

●

●●
●
●
●

●

●

●

●●

●
●

●

●
●
●

●

●
●

●

●
●

●

●

●
●

●

●
●
●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●
●
●

●

●
●
●●
●
●

●

●

●
●
●
●
●

●
●

●
●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●
●

●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●
●

●
●

●

●

●

●

●●
●

●

●
●

●

●

●●

●

●

●
●
●

●

●

●
●

●

●

●

●

●

●
●
●
●

●
●
●
●

●
●

●

●

●

●

●

●

●●
●
●●●

●

●

●

●
●

●

●

●
●

●

●
●

●
●●
●
●

●

●
●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●

●
●
●

●

●

●

●

●

●

●

●●
●

●
●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●●
●

●

●
●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●

●
●
●

●

●
●

●

●

●

●

●

●

●

●

●
●
●
●

●

●

●

●

●

●

●

●

●●

●

●

●●

●
●

●

●●

●

●

●

●
●

●
●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●
●

●

●

●

●

●

●
●
●
●

●

●

●

●

●
●
●
●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●●●
●●
●
●●

●

●

●●

●
●

●
●

●

●

●
●
●●
●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●●
●●

●

●
●

●
●

●

●●

●

●●

●

●●

●
●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●
●
●

●
●

●

●
●

●

●
●
●●
●

●
●
●

●

●●

●

●

●
●●●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●●
●

●

●

●

●

●

●

●●

●

●

●
●
●

●
●

●

●

●
●
●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●
●

●

●

●

●

●

●●
●
●

●

●

●

●
●
●

●

●

●
●●●●

●

●
●

●

●

●
●

●

●

●
●●

●

●

●

●

●
●

●

●

●●

●
●

●

●●

●

●
●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●
●

●

●

●●

●
●

●

●
●
●●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●●

●

●

●

●
●

●

●
●
●
●

●
●

●

●

●

●

●

●

●

●

●

●
●

●
●●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●
●
●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●
●

●

●

●

●

●

●

●
●●
●
●

●

●
●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●
●

●

●
●

●

●

●
●
●
●
●

●

●

●

●

●

●
●

●

●
●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●
●●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●
●
●

●

●●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●
●

●
●

●
●

●

●

●

●
●

●●
●

●

●
●●

●
●●
●

●

●

●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●
●

●

●

●
●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●
●●

●

●●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●●

●

●
●●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●●●

●

●

●
●

●●

●●●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●
●
●
●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●
●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●●

●

●

●

●

●

●
●
●

●●●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
●

●
●

●

●●
●

●●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●
●

●●
●

●

●

●

●

●●

●●
●

●

●

●

●

●

●

●

●

●

●
●

●
●●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●
●

●

●

●

●

●

●

●

●
●
●
●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●
●
●

●

●

●
●

●

●

●
●

●
●

●

●

●

●
●●
●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●
●
●

●

●

●

●
●
●
●
●
●
●

●

●

●

●

●
●
●
●

●

●

●

●
●

●●

●

●●

●

●

●

●
●
●
●●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●
●
●

●

●

●

●
●
●

●

●
●
●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●●

●
●

●

●

●
●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●
●
●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●●

●

●
●
●
●●●
●
●
●
●

●
●

●
●
●
●

●
●
●
●

●
●

●
●
●

●

●

●

●

●

●
●

●

●

●●
●
●
●●●

●

●

●

●●
●
●

●●

●
●

●

●
●

●

●
●
●●

●

●

●

●
●
●
●
●

●

●
●
●
●
●

●

●

●
●●

●●

●●

●

●
●

●

●

●
●
●
●
●

●
●●
●

●
●

●

●
●
●
●

●
●
●

●

●
●
●

●●
●
●

●

●

●
●
●

●

●

●
●
●
●●
●

●

●

●
●●
●

●

●

●

●

●

●

●

●
●●
●

●

●

●

●●

●
●

●

●●
●

●

●

●

●
●
●

●

●
●
●

●

●

●

●

●●
●

●

●

●

●
●
●●
●
●
●●
●

●
●
●●

●
●
●

●
●
●
●

●

●
●
●

●

●
●
●

●
●
●
●

●

●
●
●

●
●
●

●●

●
●
●
●
●

●●

●

●

●

●

●●

●

●

●

●

●
●●

●

●
●
●
●

●
●

●

●

●
●●

●

●●

●
●
●
●
●

●
●

●●
●●
●
●
●
●
●

●●
●
●

●
●

●
●
●

●

●

●●
●
●

●
●

●

●

●
●
●

●
●

●
●

●

●

●
●

●
●
●

●●
●
●●

●

●

●
●
●
●●

●

●

●

●
●

●
●
●
●
●●

●

●
●
●
●

●
●
●

●

●

●
●●

●

●
●
●
●
●
●
●
●
●
●

●

●

●
●

●

●●
●

●
●
●●
●●

●●

●
●
●
●
●

●
●

●

●
●
●
●
●
●
●

●
●
●
●
●

●
●

●
●
●
●
●
●

●

●
●

●

●

●

●
●
●
●
●

●

●

●

●
●

●
●
●

●

●
●
●●

●
●
●

●
●
●
●
●

●

●
●●
●

●

●
●
●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●
●
●

●

●

●

●

●
●
●

●

●
●●
●

●
●
●

●

●
●

●
●●
●

●
●
●

●
●

●

●
●
●●
●
●
●

●

●
●

●
●●
●
●●

●●
●
●
●●
●

●

●●●
●
●

●●

●
●●●
●
●
●
●
●
●

●
●
●

●●

●

●

●
●
●
●
●
●

●

●

●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●

●
●
●
●

●●
●
●

●

●
●
●●
●
●
●
●

●
●

●
●
●
●●
●
●
●
●●
●

●

●
●●
●
●

●
●
●
●●
●
●
●

●●●
●●
●

●

●

●●
●

●
●●
●
●
●
●

●●
●
●
●
●
●
●●
●
●

●
●●

●●

●
●
●
●
●
●●
●●●●

●

●

●●
●
●
●

●
●●
●
●

●

●
●

●
●

●
●
●
●
●

●

●
●
●

●
●
●
●
●
●
●

●

●
●
●
●●
●●
●
●
●

●

●●

●

●
●
●
●
●
●
●
●
●●
●

●

●●
●
●●

●

●
●
●
●

●
●

●●●
●
●

●

●

●

●

●
●
●
●
●●●

●

●

●●
●●

●
●

●
●
●
●
●
●
●
●
●

●

●
●
●
●●
●

●
●
●
●
●
●
●

●

●
●
●

●

●●

●

●

●
●●
●●●●●
●
●●●
●●
●
●
●
●

●

●
●
●
●●

●

●
●●
●
●
●

●
●
●
●
●
●

●
●

●
●

●
●
●

●

●
●●
●
●

●●
●
●
●

●

●●
●
●
●

●

●

●
●
●
●

●

●

●

●
●
●

●
●

●

●

●

●
●
●

●

●●●
●
●

●
●
●
●
●
●●

●

●
●
●
●
●
●●
●●●
●

●
●
●

●

●

●

●
●
●

●●●●
●
●

●

●
●
●
●
●
●
●
●

●
●
●
●
●
●

●

●

●
●

●●

●●
●●

●

●
●
●
●●
●
●
●
●
●●
●●
●
●●
●

●●
●
●
●
●

●

●
●
●
●
●
●
●
●

●●●●
●
●●
●●
●

●
●

●

●

●
●●
●

●
●
●
●

●
●

●

●
●
●
●
●

●
●

●

●
●
●
●
●
●
●
●
●

●
●
●
●
●

●

●

●
●●●
●

●

●
●
●
●●●

●
●

●●
●

●

●
●

●
●●
●

●●
●

●

●
●

●●
●
●
●

●
●

●

●

●
●
●●
●
●
●
●

●

●
●
●
●

●
●

●●●
●
●
●
●●

●
●
●

●

●

●●
●
●
●●
●
●
●
●
●●●

●

●
●
●

●

●
●
●
●●
●

●
●
●

●
●●●
●
●●●
●
●

●

●

●

●
●●
●
●
●

●
●

●

●

●●
●
●●

●

●

●
●

●
●
●
●

●
●
●

●

●
●
●

●

●●

●

●

●
●

●
●
●
●
●

●

●
●●
●
●●
●
●

●
●
●
●
●

●●●
●
●
●

●●
●
●
●
●

●
●
●
●
●
●●

●

●
●
●●
●●●
●●
●
●
●●
●

●

●

●

●

●

●

●
●
●
●●
●●●
●
●
●

●●
●
●●
●
●
●●●
●

●

●
●
●
●
●
●
●

●

●●

●

●
●
●●
●
●

●
●
●

●
●
●
●
●
●

●
●
●
●●●

●
●●
●

●

●●

●
●
●

●●

●

●●
●
●

●●
●
●

●
●
●
●
●

●

●
●

●

●

●
●●
●

●
●
●●

●

●
●
●
●

●
●
●
●
●
●
●●●
●●●
●
●
●
●●●
●

●
●●
●

●

●
●
●●
●●
●
●●
●

●
●

●
●

●

●
●

●
●
●
●●
●
●
●
●
●
●
●

●●

●●
●
●
●
●
●
●
●●
●●
●
●
●

●
●

●

●
●
●
●
●

●●

●
●
●
●

●
●
●
●

●

●●

●

●
●
●●

●
●
●
●
●
●

●

●

●

●
●
●
●●
●

●
●●●●
●●

●
●●
●

●

●

●

●

●

●

●

●●
●
●

●
●●
●

●
●

●●
●
●

●
●
●●
●
●

●
●
●
●

●●
●

●

●

●●
●
●
●

●
●●
●●
●
●
●
●

●

●

●

●

●

●

●
●

●

●
●

●●

●
●

●

●

●

●

●

●

●
●

●

●
●

●
●

●

●

●

●●

●

●

●

●
●
●
●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●
●
●

●

●

●
●

●

●

●

●

●

●●

●

●●

●

●
●

●●

●
●

●

●

●
●
●

●

●●

●

●
●
●

●●●
●
●

●

●

●

●
●
●

●
●
●
●

●
●
●
●

●

●
●

●

●
●●●
●
●

●

●
●●

●
●●
●●

●

●

●
●
●

●

●●●
●
●
●
●
●●
●
●
●
●
●●
●
●●●
●
●
●●
●
●●●●●●
●

●●●
●●●
●
●
●●●

●

●●

●

●●

●

●

●
●
●●
●
●
●●
●

●
●●
●
●●●●●
●●
●
●●●
●
●●●●
●●●●●
●●●
●●

●

●
●

●

●
●
●
●●

●

●●
●

●
●
●
●●
●

●
●
●
●●
●

●
●●
●
●
●
●
●
●
●

●●

●●
●
●●●

●
●●●
●●

●

●

●

●●
●●●
●
●
●●●

●●

●

●●●

●

●

●

●

●

●
●
●
●
●
●●●
●

●
●
●
●
●

●
●●
●

●
●
●
●
●●
●
●●●

●●●●

●

●●●

●

●
●
●
●
●●
●
●

●

●●●
●●
●●
●
●●
●
●
●
●
●
●
●
●
●

●
●

●

●●●●
●
●●

●

●

●
●●

●
●●
●●●●

●

●●●

●●
●
●

●

●
●●
●
●
●
●
●
●

●
●
●●

●
●
●●

●●●
●

●

●●
●
●●●

●

●●●●
●●●
●
●

●

●

●

●
●●
●●

●

●
●●
●

●

●

●

●
●

●
●
●
●●
●

●●
●●●
●
●●●
●●●●●●●●●
●
●

●
●●
●●●

●
●
●
●
●
●
●

●●●
●
●●●●

●●
●●
●●●

●
●
●●
●
●●

●
●●
●
●●
●

●
●
●

●

●

●
●
●●●●●

●●
●
●●●●●

●
●
●
●●
●

●
●
●
●●●
●●

●

●
●

●

●
●
●
●

●
●

●●
●

●

●

●
●●

●

●

●

●

●

●

●●
●
●●●
●

●

●

●

●

●

●

●●●

●

●

●
●●

●

●●
●
●
●
●
●
●
●
●
●
●●

●

●

●
●
●

●

●

●
●
●

●

●
●
●●
●
●

●
●

●

●

●
●
●

●

●
●
●●
●
●●

●

●
●
●

●

●●
●

●

●
●
●●●

●

●●●

●

●

●

●
●
●●

●
●●
●

●

●●●
●
●
●
●

●

●
●
●
●

●

●
●

●

●●

●

●

●

●

●

●
●

●

●
●
●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●
●

●

●
●
●
●●
●●●●

●
●
●

●
●●●

●

●

●

●●
●

●

●●
●
●
●
●

●

●
●
●
●
●●●
●●

●

●●●

●

●●
●

●

●
●

●

●

●
●

●

●
●

●

●

●

●●

●

●●

●

●

●
●●
●
●

●

●
●
●●●●

●

●
●

●

●
●

●

●

●

●

●●

●

●●
●

●

●
●

●

●
●

●

●

●
●

●
●

●
●

●

●

●

●

●
●
●

●
●
●

●

●
●
●

●
●

●

●
●

●

●

●

●●
●

●

●
●●●●
●
●●
●
●

●
●
●
●
●

●

●
●
●
●

●

●
●

●

●
●

●

●
●
●

●

●

●
●

●
●●
●

●

●

●

●

●

●
●●
●

●

●●●●

●

●
●
●
●

●

●

●●●

●

●

●

●●
●

●

●

●
●
●
●
●
●●
●

●

●

●

●

●●

●
●●
●●
●
●
●
●
●●

●

●
●
●
●
●
●
●
●●
●

●

●
●

●

●
●

●

●

●
●
●●●
●
●
●
●●●

●
●

●

●
●●
●
●
●

●

●
●
●
●

●

●
●
●

●

●

●
●

●
●●
●
●
●
●

●
●

●

●

●

●
●

●

●

●

●
●
●●
●●●●

●

●

●

●

●

●●
●

●

●
●
●
●

●
●

●

●
●●
●

●

●

●

●
●
●

●

●
●●
●
●

●

●
●
●
●
●

●
●
●
●
●
●
●●
●

●

●

●

●●

●

●
●
●

●
●

●

●
●
●
●
●
●
●
●

●

●●

●

●●
●●
●

●
●
●

●
●
●●

●

●
●

●

●

●
●
●●
●
●●●
●
●

●
●

●
●
●

●●

●

●

●
●

●

●

●●
●●●
●
●
●
●
●

●
●●
●
●
●
●●

●
●

●●

●

●

●

●
●

●●

●

●
●
●
●

●
●
●

●

●
●
●

●
●

●

●
●
●●
●
●

●

●
●

●●
●
●

●●●
●
●

●
●
●

●

●
●
●

●

●
●
●

●

●

●

●
●

●

●
●
●

●
●

●●

●

●

●

●●
●

●

●
●

●

●

●
●●
●

●●
●
●
●
●●●
●

●

●
●
●●
●
●

●●

●

●

●
●
●

●
●

●

●

●

●
●
●

●
●●●

●

●

●

●
●
●
●●
●
●
●
●

●

●
●

●
●
●

●

●

●
●

●

●
●
●
●

●

●●
●
●●

●

●●
●
●

●

●
●
●

●
●
●

●
●

●
●
●

●
●
●

●

●

●

●
●
●

●

●

●

●
●
●

●
●●
●
●●●
●

●
●

●

●

●
●

●
●

●

●
●
●

●

●

●●
●
●
●
●
●

●

●

●
●

●
●
●

●
●
●

●
●
●

●●

●

●

●
●●
●●
●
●
●
●
●
●
●●
●
●

●

●
●

●
●

●

●
●

●

●

●

●
●
●

●

●
●

●

●
●●●
●
●

●

●

●
●
●

●
●
●●

●
●●
●●

●

●
●
●●
●
●

●

●

●

●●

●

●
●
●●
●

●
●
●
●
●
●
●●
●
●

●
●
●
●●●

●

●

●

●●

●

●

●
●
●

●
●●

●

●
●
●
●
●
●

●

●

●●
●

●

●

●

●

●

●●
●

●

●●

●

●
●

●

●
●

●

●
●●

●

●

●

●

●
●
●
●

●

●
●●
●

●
●

●

●

●

●

●

●●
●
●●
●
●

●

●●
●

●
●

●

●

●

●

●

●
●
●

●
●
●

●

●

●

●

●

●

●

●

●

●●
●
●●

●

●

●
●

●●

●

●

●

●

●
●

●
●
●●

●●
●
●

●

●

●●
●
●
●
●

●

●

●●

●

●

●

●●

●

●

●

●

●

●
●
●

●

●

●
●

●●
●

●
●
●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●
●
●

●

●

●
●

●

●
●

●

●

●

●

●●
●●●

●

●
●

●

●
●

●

●

●●
●

●

●

●

●●

●
●●●

●

●●●
●

●●

●

●

●
●●
●

●
●
●
●
●
●●

●

●
●●
●

●

●
●

●●●●

●
●
●

●
●
●

●
●
●●●●
●
●
●
●
●●
●●

●
●
●●

●

●

●
●

●

●

●
●
●
●
●
●
●
●
●

●
●

●
●
●

●
●

●
●
●●
●
●
●
●
●
●
●

●
●
●

●

●
●
●
●
●
●

●

●

●
●
●●

●

●
●
●●

●

●
●
●
●●●
●

●

●
●
●
●
●
●●

●
●

●●
●
●
●
●

●

●

●
●

●

●

●
●
●

●

●
●
●
●●
●●

●
●
●
●
●

●

●

●
●
●

●●

●●●

●

●

●
●
●

●
●●
●
●
●
●

●

●

●

●

●
●

●
●
●

●
●
●

●
●●
●
●
●
●

●
●
●

●

●
●
●●●

●

●

●●
●
●
●
●
●

●
●
●●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●
●

●
●
●

●

●
●

●
●

●

●

●
●●
●

●●
●

●
●●

●
●

●

●
●

●

●

●
●
●

●

●
●
●

●

●●
●

●
●
●●
●
●
●
●

●
●
●●
●
●

●

●
●

●

●

●
●
●
●
●

●
●
●
●

●

●
●●
●
●●

●

●
●
●

●

●●●
●

●

●

●

●

●

●●
●
●

●
●

●

●
●●
●
●
●
●
●
●
●●
●

●
●

●●
●

●

●
●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●
●
●
●

●

●

●

●

●
●
●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●
●

●

●
●
●●
●

●

●

●

●

●

●●

●
●

●●
●
●
●
●
●
●
●
●
●●
●
●

●

●
●

●●
●
●
●
●
●

●

●

●●●
●●
●
●
●
●
●
●

●●●●

●●
●

●

●

●

●

●

●●●
●

●

●
●

●
●
●

●
●
●
●
●

●

●●

●

●
●

●

●

●●

●

●
●

●

●
●
●
●

●

●
●
●
●
●
●

●

●

●
●

●
●

●

●
●
●

●
●

●
●

●●
●
●
●●
●
●
●●
●

●

●
●

●
●

●

●

●

●●

●
●●●

●●
●
●
●
●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●
●
●
●●

●

●

●

●

●

●●

●

●

●

●

●●

●

●
●

●

●●

●

●

●

●

●●●

●

●

●

●

●

●

●
●
●●

●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●●

●
●

●
●

●
●

●

●
●
●

●
●

●

●●
●
●
●
●●
●
●

●

●●●
●
●
●
●

●

●

●
●

●
●

●
●

●

●●
●

●

●

●

●
●

●

●
●
●

●

●

●

●●

●

●
●●
●●●●●

●
●
●
●●
●●
●

●
●
●
●
●

●

●

●
●

●
●
●
●
●
●

●●●
●
●
●

●
●

●●
●
●
●

●

●

●

●

●

●

●
●
●
●
●

●
●

●

●
●
●

●

●●
●●

●
●
●
●
●
●
●●
●
●
●

●

●●

●

●

●●
●●●
●

●

●

●
●
●

●
●

●

●

●
●
●
●
●●
●●

●

●
●
●
●

●
●
●

●

●
●

●

●

●

●●
●
●
●
●
●
●

●

●

●

●●
●

●

●

●

●
●●●
●

●

●

●
●●●
●
●
●●
●
●
●●

●●

●

●

●
●●
●
●

●

●●

●

●

●●

●

●
●●●●

●

●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●
●●
●●●

●

●

●●●

●

●
●●
●●
●●
●

●
●

●

●
●
●

●
●●●

●

●●●

●
●

●

●
●

●●
●
●

●
●●●

●

●
●

●
●●●
●

●
●
●●

●

●●
●●
●
●●
●
●
●●
●●●
●
●●●●
●
●
●●●
●●
●
●
●
●
●
●
●●●●●●
●
●
●
●●
●
●●
●

●
●
●
●
●

●
●
●
●
●●●
●●●
●
●
●●
●
●
●●
●●●●●
●●
●

●●
●●●●
●●
●●
●●
●
●
●
●
●
●
●
●
●●
●●
●
●●●
●●
●
●●●
●●
●●●
●●
●●●
●
●
●
●●
●●
●●●●●
●●
●

●

●●
●●●●
●
●●●●

●

●

●

●

●
●

●
●
●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●
●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●●
●

●

●

●

●●

●●●

●

●
●

●

●
●
●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●●

●●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●
●

●●

●

●

●

●

●

●

●

●
●●

●

●

●
●
●
●

●

●

●
●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●
●
●

●

●

●
●
●
●
●

●
●
●

●

●

●

●
●

●
●

●

●
●

●

●

●

●

●
●
●

●

●
●

●
●

●

●
●
●
●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●

●

●●
●
●

●
●

●

●
●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●
●

●
●
●
●

●●

●
●
●

●
●
●

●

●

●

●
●

●

●

●
●

●
●●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●●
●

●

●●

●

●●

●
●

●
●
●

●●

●
●

●

●

●
●

●

●

●
●

●

●
●

●
●
●

●

●●

●
●

●
●

●

●●

●
●
●

●
●

●

●

●

●

●

●

●

●
●

●●
●

●
●●
●

●

●
●
●
●

●
●

●

●

●

●

●
●

●

●

●

●●
●

●

●

●

●

●
●
●●

●

●

●●
●

●

●
●
●

●

●

●

●

●

●

●
●

●

●

●
●
●
●

●

●
●●

●

●

●

●

●

●
●

●
●
●
●
●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●
●

●
●
●

●

●
●
●
●

●●●

●
●

●
●●●

●

●
●
●●
●

●●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●
●

●

●

●

●

●●

●

●

●●

●
●
●●

●

●
●●

●

●

●
●

●●

●●

●

●●
●
●

●
●

●

●
●
●
●●
●

●

●
●

●

●●

●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●
●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●
●

●

●
●
●

●

●
●

●
●
●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●
●
●

●

●

●
●
●

●●
●

●

●

●

●
●
●
●

●
●
●

●●●

●

●

●

●

●
●
●
●

●

●
●

●

●

●

●

●●

●
●
●

●

●

●

●

●

●

●
●

●

●

●●

●
●
●
●

●

●
●
●

●

●

●●

●
●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●●
●

●
●

●

●●
●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●●

●

●
●
●

●

●

●

●
●

●

●●●

●

●●
●

●

●
●

●

●

●

●
●●

●

●

●

●

●

●

●
●
●

●

●

●●

●

●
●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●
●

●
●

●

●●●
●

●
●

●

●

●

●

●
●

●●

●●
●●

●
●

●●
●

●

●

●
●

●

●

●

●

●

●
●

●
●●

●

●●

●

●

●
●

●

●
●
●

●

●
●
●●

●

●

●
●

●

●
●

●
●
●●

●●●
●

●
●

●

●
●
●
●
●

●
●

●

●

●

●●
●
●●●
●
●

●
●

●●
●

●

●
●

●
●

●
●

●

●

●

●

●

●
●

●
●

●

●
●

●

●
●
●●
●
●

●

●
●

●
●

●

●
●

●

●

●

●

●

●

●
●
●
●

●

●
●●

●●●

●
●●
●●●

●●●
●

●

●

●
●

●

●
●

●
●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●●
●

●

●

●
●

●
●
●

●

●

●
●●●●

●
●
●

●

●
●
●
●

●
●
●

●

●

●

●

●

●

●

●●
●

●

●
●
●

●●●

●

●

●

●
●

●

●

●

●

●

●
●●

●

●

●
●
●

●

●

●●●
●

●
●●
●

●
●

●

●
●

●

●

●

●●
●

●

●
●

●
●

●

●

●
●

●●

●
●
●

●

●

●
●

●
●

●

●●
●●
●
●
●

●

●

●

●

●

●

●●
●●
●
●

●

●

●

●●

●●
●
●

●

●
●
●
●●
●
●
●

●

●

●

●
●
●
●
●
●●

●

●
●●

●

●

●
●●
●
●

●

●

●●

●

●
●

●
●

●

●

●
●

●
●

●

●
●

●

●

●

●

●
●
●

●
●

●

●

●
●
●
●
●

●

●
●
●
●

●

●
●

●
●●

●

●

●

●

●

●
●
●
●

●

●
●

●●
●

●
●
●
●
●

●

●

●
●

●

●●
●●

●

●

●

●

●

●
●
●
●
●
●

●
●●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●
●
●
●●●
●

●
●

●
●

●
●
●
●
●

●
●

●
●

●

●
●

●●

●

●

●
●

●

●
●●
●

●●
●
●

●
●●

●

●
●●

●
●●

●

●

●

●

●
●
●
●

●
●

●

●

●
●●
●
●
●●

●●
●
●
●
●

●

●

●

●
●
●
●

●
●

●
●
●

●●

●●●
●
●
●

●

●
●●

●

●
●
●

●

●●

●
●
●
●
●●

●
●
●●
●
●

●

●
●

●

●●●

●●

●

●

●
●●

●

●

●

●

●
●●
●
●
●
●

●
●
●

●

●

●

●
●

●

●
●

●
●●
●

●
●

●

●
●

●

●
●
●

●●

●
●
●
●●

●

●

●

●

●
●●
●

●
●
●
●
●
●

●

●

●
●

●
●

●
●
●

●

●

●●

●
●
●

●

●

●

●
●
●
●

●
●
●

●●

●

●
●●
●

●

●

●

●
●

●
●
●

●

●
●
●

●
●
●

●

●

●●
●
●
●
●

●

●

●

●

●
●
●

●

●
●

●

●
●

●

●

●

●

●
●
●

●

●

●

●

●●

●

●
●
●

●

●

●
●

●
●

●
●

●

●
●
●

●

●
●
●

●●
●
●
●

●

●

●
●

●
●

●

●
●

●

●●

●
●
●
●

●
●●

●

●
●

●

●
●

●

●

●

●

●

●

●
●●
●

●

●

●

●

●

●

●●

●

●●

●

●
●
●●

●
●

●●

●

●

●
●

●

●

●
●

●

●

●

●
●

●●

●
●

●
●

●
●●
●
●
●

●

●

●

●

●

●
●

●
●

●

●

●

●
●
●

●
●
●●

●

●
●

●

●

●

●
●

●

●

●●

●
●
●
●
●

●
●

●

●

●

●

●●
●
●●
●●

●●

●

●

●

●●

●

●
●

●
●
●

●
●

●
●
●

●

●
●

●

●

●

●
●

●

●

●
●●

●

●

●
●●
●

●

●

●

●
●
●

●●
●
●
●

●●

●
●
●●

●

●

●
●●

●

●

●
●
●
●
●●
●

●●

●

●

●

●●

●
●

●

●

●

●

●

●

●
●
●

●

●●

●

●

●

●●
●

●
●
●
●●
●
●●●
●

●
●
●
●
●●●●
●●
●●
●
●

●
●
●
●
●

●●●●
●
●
●
●●●
●●
●

●●
●
●●●●
●●●
●
●
●
●
●
●●
●
●●
●
●●
●
●●
●
●
●●●●
●
●●

●
●
●

●
●●●
●

●
●
●
●
●
●
●
●
●
●
●

●
●●●
●

●

●
●●
●●●
●
●●●
●
●
●
●
●
●●
●
●
●
●
●
●●●
●●

●
●
●
●
●
●
●
●●

●
●
●

●

●

●
●●
●

●
●
●●
●●●●
●

●

●
●
●
●

●

●

●●
●
●
●
●
●
●

●
●
●●
●

●●
●

●●
●

●

●●

●●

●

●

●
●
●

●

●

●

●
●

●

●

●

●

●
●●●

●
●
●
●

●
●●●
●
●

●●

●●
●
●●
●
●●
●
●●●
●●●●●●●
●●●
●
●
●●●
●
●
●●●●●●●●
●
●●
●●
●
●●
●
●
●●
●●
●
●
●●●
●●
●
●●●
●
●
●●
●●●●●●●●
●●
●
●●●
●
●
●
●●
●●
●●
●
●
●●●
●
●
●
●
●●●
●●
●
●
●
●
●●
●
●
●●
●●●
●
●
●●
●●
●●
●●
●●●●●
●
●
●
●●●
●●●
●●
●
●
●
●
●
●
●
●●●
●
●
●
●●
●
●●
●
●●
●
●●●
●●
●●●●
●
●●
●
●
●●
●
●●
●●
●
●
●●
●
●
●●●●
●
●
●●
●
●
●
●
●
●●
●●
●
●
●
●
●
●●
●
●
●●
●●
●●●
●
●
●●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●●
●●
●
●
●●
●●
●
●●●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●●●
●●
●●●
●●
●
●
●
●●
●
●●
●
●
●
●●●
●●●●
●●
●
●●
●
●
●
●
●
●
●●●●
●●●
●●●
●●●●
●●●●
●●
●
●
●●
●
●●●●
●
●●●
●
●
●●
●
●●
●●
●
●●
●
●
●●●
●
●●
●
●
●●●●
●●●
●●
●
●
●●
●
●●
●
●
●●
●
●
●
●●●●●●●
●●●
●
●
●
●●●●
●
●●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●●●●
●
●●●
●●●
●
●
●
●●●
●
●●●
●
●●●●
●
●
●
●
●
●●●●
●
●●●●●●●
●
●
●
●●
●
●
●
●
●

●
●
●

●

●
●
●●
●

●

●
●
●

●

●

●

●
●
●
●

●
●●

●

●
●

●
●
●

●
●●
●
●

●

●
●

●
●●
●

●
●
●
●

●●
●
●
●
●
●

●
●
●

●

●

●

●

●

●

●

●

●

●
●

●

●
●
●
●
●
●
●
●

●
●
●

●

●
●

●

●

●

●
●
●●
●●

●

●
●

●

●
●

●

●

●

●
●
●

●

●
●

●

●
●

●

●
●
●
●

●

●
●

●
●

●

●

●

●

●

●
●

●

●

●
●
●
●
●

●

●

●
●

●
●
●
●
●●
●

●

●
●

●

●
●●
●
●

●

●

●
●
●
●
●

●

●●

●●

●
●●

●

●●

●

●
●

●
●
●●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●●
●
●
●
●
●

●
●
●

●

●
●
●

●
●

●

●

●

●

●

●
●
●

●

●
●
●
●

●●●

●
●
●

●

●

●

●

●●
●
●
●

●●

●

●

●
●
●
●
●

●

●
●
●
●
●
●
●

●

●

●

●

●
●●
●

●
●
●
●●
●

●

●
●

●

●

●

●
●
●
●
●
●
●
●

●

●

●

●

●

●
●

●

●

●
●
●

●

●
●

●

●

●
●
●

●

●
●

●

●

●
●

●

●
●

●●●
●●

●

●

●

●
●

●

●
●

●

●

●

●

●●
●
●

●

●

●

●

●

●

●

●
●
●
●
●

●

●
●●●●
●●

●
●●
●
●

●

●
●
●

●
●

●

●

●

●
●
●

●
●
●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●●
●

●
●
●

●

●
●

●

●

●
●

●

●

●

●●

●
●

●
●

●
●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●
●
●

●
●
●

●

●

●

●
●●

●
●

●

●
●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●
●

●
●
●
●
●●●

●

●

●

●

●
●
●

●
●

●
●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●●●
●

●
●

●
●

●
●●
●●●

●

●

●

●

●
●
●

●
●

●

●

●

●

●

●
●

●●

●

●

●

●

●
●

●

●

●
●

●
●●

●

●

●

●

●

●

●

●

●

●
●
●

●

●●●●●●●●●●●

●

●
●

●
●●
●
●

●

●

●

●

●
●●

●

●
●

●
●

●●

●

●
●
●

●

●

●
●
●
●

●

●

●●
●
●

●
●

●●
●

●

●
●

●

●●
●

●
●●

●

●
●

●

●

●●●
●
●●

●
●●
●

●

●
●
●
●

●

●

●
●●

●●
●
●●
●

●
●
●
●
●
●●
●
●
●

●
●
●

●

●

●●●
●
●
●
●
●

●

●
●

●●
●

●
●
●

●
●●●
●
●
●
●●

●
●

●
●
●
●
●
●

●

●
●
●
●
●
●

●

●

●●●

●
●
●

●●
●
●
●

●
●

●

●

●
●
●●
●
●●
●
●
●

●

●
●●●
●

●
●●
●●
●
●●
●

●
●

●
●
●
●

●

●●
●●
●

●
●●
●
●●
●

●

●

●●

●
●

●
●
●●
●
●
●
●
●

●
●
●
●

●

●
●

●

●
●

●
●
●●
●
●
●

●

●

●
●

●
●
●
●
●●●
●●
●
●

●
●
●
●

●
●

●

●

●

●
●
●●●
●
●
●
●
●

●

●●
●
●
●

●●●

●

●
●

●
●
●

●●

●

●
●

●

●

●
●

●
●

●●
●
●

●
●
●
●

●

●

●

●
●
●●
●

●

●●
●
●

●

●

●

●

●

●

●

●

●
●
●
●

●
●
●

●

●

●

●

●
●
●

●

●
●

●
●

●

●

●

●

●●●●●●
●
●

●

●●
●

●
●
●

●

●

●
●
●
●

●

●

●
●

●●

●

●

●
●●
●
●
●

●

●

●●

●

●

●

●

●

●

●●

●

●

●●
●
●
●
●

●

●

●

●

●
●

●

●●

●

●

●
●

●

●

●

●

●
●

●
●
●
●

●

●

●

●

●

●

●

●
●

●
●
●

●

●

●

●
●

●

●

●●

●

●
●

●
●

●

●
●

●

●
●

●
●

●
●
●
●
●
●

●

●

●

●

●

●

●●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●

●
●●●

●

●

●

●
●

●
●

●

●

●

●
●

●

●

●
●

●
●
●

●

●

●
●

●

●
●

●

●

●
●

●

●
●

●

●

●

●

●

●
●
●●
●

●
●

●
●
●
●
●●●●
●●

●

●
●

●
●
●
●

●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●●
●
●
●
●
●
●●
●
●
●
●
●●
●
●

●

●
●
●
●
●
●
●●●
●
●
●
●
●●●●
●●●●
●
●●●●
●
●
●●
●
●
●
●
●
●
●
●●●
●
●
●
●●
●
●
●
●
●

●●

●

●
●
●
●
●
●
●
●
●
●
●
●●

●

●●
●
●
●
●

●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●

●●
●
●
●
●
●
●

●●
●●
●●
●
●
●
●
●
●
●
●●
●●
●
●
●●
●
●
●

●

●
●
●●
●
●●
●
●
●
●●

●
●
●
●●
●●
●
●
●
●
●
●
●

●
●
●●
●●
●

●
●●
●
●●

●
●
●
●
●

●●
●●
●

●

●
●●
●

●●
●

●
●
●
●

●

●
●●
●
●
●
●
●

●

●

●
●
●●

●●●

●
●

●

●

●●

●

●
●
●
●

●

●

●●
●
●●
●

●

●

●
●
●

●
●

●

●●

●

●

●
●

●
●
●●
●
●
●

●

●
●

●
●
●

●
●

●

●
●
●
●

●

●
●●
●
●
●
●
●

●
●

●

●

●

●

●
●
●

●

●

●
●

●

●
●
●●

●
●

●

●
●

●

●

●

●

●
●

●

●

●●
●●
●

●

●
●
●
●
●

●

●

●
●●●●
●

●

●

●

●
●●

●

●●●

●

●
●

●
●
●
●

●

●

●●

●
●

●
●

●

●

●

●

●

●

●●

●
●●
●

●

●
●

●

●
●

●

●
●
●
●

●

●

●
●
●

●
●
●
●
●
●
●

●●
●
●

●
●
●
●
●
●●
●

●

●
●
●

●
●
●
●●

●
●

●
●

●

●

●

●

●
●
●
●
●●●
●
●
●

●

●
●●
●●
●
●●

●

●

●
●
●
●
●

●●
●

●
●
●
●

●
●●●

●

●
●

●

●●

●

●

●

●

●

●
●

●●●●
●

●●

●

●
●
●
●●
●

●

●
●

●

●

●

●

●
●

●

●
●●
●

●
●

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●
●
●
●
●

●

●

●●
●
●
●
●
●

●

●

●

●

●

●
●
●

●●

●●
●

●

●
●●

●

●●
●
●●

●

●

●
●●
●●●
●
●

●

●
●
●

●

●

●

●
●
●

●

●

●

●

●

●
●

●

●
●
●
●

●
●

●●

●●●

●
●
●

●
●
●
●
●
●

●
●

●
●●

●

●

●
●
●

●
●
●

●

●
●

●

●
●

●
●●

●

●

●

●●
●
●●●

●●● ●

●
●
●
●

●

●
●
●●
●
●

●

●
●
●●
●
●
●

●

●

●

●
●

●●
●

●●●

●
●
●

●
●
●
●
●

●●
●

●●
●

●

●

●
●
●
●

●
●●●
●

●
●
●
●

●●
●

●

●
●

●

●

●
●

●
●
●

●

●

●
●
●
●
●

●
●

●
●

●●
●
●●

●

●

●
●

●
●

●●

●●

●
●

●

●

●●
●
●
●
●●
●
●
●

●
●

●

●

●●

●●

●

●
●
●

●
●
●
●

●

●
●●

●●

●
●

●

●
●
●

●

●
●●

●

●

●

●

●
●●
●

●
●

●

●
●

●

●

●
●

●

●
●
●
●
●

●

●
●
●

●
●
●

●
●●

●
●●

●

●
●
●

●

●

●

●

●
●
●
●●

●

●

●

●

●
●●
●

●

●●

●●

●
●
●

●

●

●
●●
●
●
●
●●
●

●
●

●
●
●

●

●
●

●

●

●●
●

●
●
●

●
●

●
●
●

●

●

●

●

●

●

●
●
●
●
●
●

●
●

●
●

●
●
●
●
●

●

●
●
●

●
●

●

●
●
●●●

●
●
●
●

●
●
●

●

●●

●
●

●●
●
●
●
●
●
●●
●

●

●

●

●

●

●
●
●
●
●

●
●

●
●

●

●
●
●
●●
●
●
●
●

●

●

●
●

●
●●
●
●●
●
●

●
●

●
●●●
●●
●
●
●

●
●

●

●

●
●

●

●●
●●
●
●

●
●●
●
●

●
●

●
●
●
●

●
●

●

●
●

●

●
●●

●
●
●
●
●
●●●
●
●
●
●

●●

●

●●

●

●●
●

●

●
●●
●

●●
●
●

●

●●
●
●

●

●
●

●

●
●
●
●●●
●

●

●●

●
●●

●
●

●

●

●

●

●

●

●
●
●

●

●
●

●
●
●
●

●
●
●

●
●
●

●

●
●
●

●
●●

●

●

●
●

●
●

●

●
●

●

●

●

●●

●

●

●

●
●

●

●

●

●●
●
●
●

●

●
●

●

●

●
●
●
●

●
●
●
●
●

●

●

●
●
●

●
●

●

●
●

●

●

●

●

●
●

●
●

●

●
●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●●

●●

●
●

●
●
●●
●
●

●

●●
●
●●
●
●●
●
●

●
●●
●
●
●●
●●

●

●
●●

●

●
●
●
●

●

●

●
●●

●

●●
●
●
●
●
●
●

●
●
●
●●

●
●
●●●

●

●●
●

●

●

●

●
●●

●

●

●

●

●
●
●●●

●

●

●

●
●

●●●
●

●
●

●

●

●

●

●
●
●●
●

●

●

●

●
●
●
●

●

●
●
●

●

●

●●
●
●●
●
●

●
●
●
●

●
●

●●●

●
●
●
●●
●
●
●

●

●

●
●
●
●

●
●
●
●
●
●
●

●

●
●
●
●
●
●
●
●●
●
●
●
●
●●●●
●

●

●
●
●
●
●

●

●

●

●

●●

●

●●
●
●
●●

●

●
●●
●●●●
●
●●

●

●●

●
●
●

●
●●
●
●
●
●
●●
●
●
●

●
●
●●
●

●

●

●

●
●●
●
●

●

●

●
●
●
●
●
●
●

●●

●

●

●
●
●
●
●●

●

●
●

●

●

●
●
●
●

●

●

●●●
●
●
●

●

●
●
●

●
●
●
●
●
●
●

●

●

●
●●

●
●

●
●

●

●●
●

●

●
●
●

●

●
●

●●
●
●
●
●
●
●
●

●

●
●●●
●●●
●●
●
●

●

●
●
●
●
●
●

●●

●●

●

●
●
●
●
●●
●

●
●
●
●

●
●
●
●
●●

●
●

●

●
●
●
●

●
●

●
●

●●
●●●●
●
●

●

●●

●●

●
●
●
●
●
●
●●
●●
●
●
●
●
●
●

●
●●

●●
●●

●

●

●●
●
●
●

●
●

●

●
●
●
●
●●
●
●
●
●
●●

●
●

●
●●
●

●
●●
●
●
●●
●
●●
●

●

●

●
●

●

●●
●
●
●●
●●

●
●
●

●
●
●

●

●●
●●
●
●

●
●
●
●
●
●●
●
●
●●●

●
●
●●●

●

●

●

●●●●●
●
●
●●
●●
●
●

●
●

●

●
●
●●
●
●
●
●

●●

●

●
●
●

●

●●
●●
●

●

●
●

●

●
●
●
●

●
●

●

●

●

●
●
●

●●
●
●
●

●

●
●
●
●
●
●●
●
●

●
●
●

●
●

●
●●●
●●
●

●●●

●

●
●
●
●
●
●
●
●
●
●
●
●

●

●
●
●
●

●

●●

●
●
●●
●
●
●

●

●
●

●

●
●
●
●
●
●
●
●

●
●

●
●
●
●

●

●
●
●

●

●

●
●
●
●●

●
●
●
●●●
●

●
●
●●●●
●
●
●

●
●●

●

●

●
●
●●
●
●
●●
●
●

●

●
●
●
●●●
●
●
●
●
●
●

●
●●
●
●
●
●●
●

●
●●

●

●
●●
●
●
●
●

●
●
●

●
●●

●

●
●
●

●

●●

●
●●

●
●
●
●

●

●

●
●
●
●
●
●

●●
●
●
●
●
●
●
●●
●
●
●
●●●
●
●
●

●●
●

●

●●
●
●

●
●
●

●

●
●

●

●
●●
●
●
●

●

●

●
●●

●

●

●
●
●
●●
●
●

●●
●

●●●
●

●

●
●

●
●
●
●

●

●
●●
●

●

●
●

●

●●
●●
●
●

●

●
●
●

●

●

●
●
●
●
●

●

●

●
●
●●

●

●
●

●
●

●
●
●
●

●
●

●
●
●
●●
●
●
●

●
●
●
●
●

●

●

●
●
●
●

●

●
●●●
●●
●
●
●
●
●
●

●●

●

●

●
●
●

●

●
●
●●
●

●

●
●

●

●●
●
●
●
●
●
●
●
●
●
●

●
●

●

●●

●
●

●
●
●
●●

●
●

●

●

●
●

●
●
●
●

●
●
●
●
●●
●

●
●
●
●●

●

●
●●
●●
●
●

●●
●
●

●
●

●

●
●
●
●
●
●
●●
●
●
●
●●
●

●
●
●

●
●
●
●
●

●
●

●
●
●

●
●●●
●
●●

●
●●
●●

●

●

●
●

●

●
●●

●

●

●

●
●

●
●
●

●
●

●
●
●

●
●
●
●

●

●●
●
●●●

●

●
●
●

●
●
●
●

●

●

●

●
●
●

●
●
●

●
●

●
●

●●
●
●
●
●

●

●
●
●
●●
●
●
●
●

●●
●●
●

●
●

●

●

●

●
●

●●●
●

●

●

●

●

●

●

●
●
●
●

●

●
●
●
●
●●
●
●
●
●●
●

●
●●
●
●

●
●
●
●●

●

●
●

●
●●

●

●●
●
●

●

●
●
●
●
●

●

●

●

●

●

●●●
●
●●

●

●
●
●
●
●
●
●●
●
●

●

●

●
●
●●
●
●
●●
●

●

●
●
●●●●●
●

●

●

●
●

●
●
●
●

●

●
●
●
●●●
●

●

●●●
●●
●
●●●●
●
●

●
●

●

●
●
●

●●

●

●

●●

●
●

●

●

●

●

●

●
●●

●
●

●

●

●
●

●
●

●

●

●
●●

●

●●

●

●

●

●
●
●

●

●
●●

●
●

●
●

●

●
●
●
●

●

●

●
●
●

●
●

●

●
●
●
●
●●●
●

●●

●

●

●
●
●

●

●

●
●
●●
●

●

●
●

●
●●
●

●

●
●
●

●
●

●

●
●
●
●

●

●

●

●

●
●
●●

●●

●

●
●●●●●
●

●
●
●
●
●●

●

●
●
●
●
●
●●●
●
●
●●
●

●

●

●●

●

●●●●●
●●
●●●

●
●

●

●

●●

●●

●

●

●
●●●●●
●

●

●

●

●

●

●

●●●

●
●
●

●
●

●

●●

●

●●
●●
●
●

●
●●●
●●

●
●

●

●
●
●

●
●

●

●

●

●

●
●

●

●

●●
●
●●●●
●●
●

●
●
●
●●
●

●

●

●

●
●
●

●
●●
●●
●
●●

●
●●
●

●

●●
●
●
●●

●

●●
●●
●
●
●●
●
●●●
●●●
●
●●
●
●
●
●●
●●●

●●
●
●

●
●
●

●
●

●

●
●●
●
●
●●

●
●

●

●●●
●●
●
●●
●
●●
●●●●
●

●
●
●

●

●

●

●

●

●

●
●●
●●
●

●
●●
●
●
●
●●●●
●

●

●

●

●
●
●

●
●●●
●
●
●
●
●
●●●●
●●

●

●
●●
●
●

●

●●
●
●
●
●

●

●
●●●

●

●

●
●
●●
●●●
●
●
●
●●
●
●●
●
●
●

●

●
●●

●

●

●

●
●
●●
●

●

●

●●●
●●●●
●
●
●

●

●

●
●

●

●
●
●●

●
●
●

●

●

●
●●
●

●

●
●

●●

●
●
●
●●●

●

●
●
●●
●
●
●

●

●
●
●

●●

●●●●●

●

●●
●
●
●

●

●●

●

●●
●

●
●
●
●●
●

●

●
●
●

●

●
●●
●●

●●
●
●
●●

●

●●
●

●
●●●●
●●

●

●●
●

●

●

●
●
●●●
●
●
●
●●
●
●
●●

●

●
●●
●
●

●

●●
●
●●

●●●

●
●
●

●

●●●●

●●
●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●
●
●
●
●

●●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
●

●

●●
●
●

●

●

●

●

●

●

●
●

●●

●
●●

●
●●●

●

●

●

●

●●

●●

●

●

●

●
●

●

●
●
●
●●
●

●

●
●

●
●

●
●

●

●
●

●

●

●

●

●

●

●
●
●

●

●
●

●

●●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●
●

●

●

●●●
●

●●

●●

●

●

●

●

●
●●
●

●●

●
●

●

●

●

●●
●

●
●

●
●

●

●

●

●

●

●

●●

●
●

●●
●

●

●
●

●

●

●

●

●

●●

●

●
●
●●

●

●

●
●

●

●●
●

●
●

●

●

●

●●
●

●

●●●●
●

●

●

●

●

●

●
●
●

●

●

●

●
●
●●●

●
●

●

●
●
●●

●

●

●

●

●

●
●

●

●

●
●
●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●
●●
●

●

●

●

●
●
●
●

●●

●

●

●
●

●

●

●
●
●
●

●

●

●

●

●

●
●

●
●
●

●

●

●
●
●
●

●

●

●

●
●
●

●

●

●

●

●●
●

●

●

●
●

●

●
●

●

●

●●
●
●●●
●
●

●
●
●

●

●
●
●

●●

●
●

●

●
●
●

●

●
●
●

●

●

●
●

●

●

●

●

●
●
●

●

●

●
●

●

●

●
●●●

●
●
●

●

●
●●

●

●

●●
●

●
●

●

●

●●

●
●
●
●

●

●

●

●
●
●

●

●
●

●●

●
●

●

●●
●

●

●
●

●
●

●

●

●
●

●
●

●●

●

●

●

●
●

●
●
●
●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●
●
●●

●

●
●

●●

●

●
●

●

●
●

●
●

●●

●

●

●

●
●
●

●
●
●

●●

●

●

●●

●

●

●●

●

●

●

●
●
●●●●
●
●
●
●

●
●

●

●

●
●●

●●●

●

●
●
●
●

●●

●

●

●

●

●

●

●
●
●

●●

●

●

●
●

●

●
●

●
●
●

●

●

●
●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●
●
●

●
●
●
●

●

●
●
●●
●

●

●●

●

●
●

●

●
●

●
●
●

●

●

●

●

●

●
●
●

●

●

●●

●

●●

●
●

●
●
●

●
●
●
●
●
●
●●

●
●

●

●
●

●
●
●
●

●
●

●
●●

●

●

●
●

●

●

●

●

●
●

●

●●●
●
●
●●
●●
●
●
●

●
●
●
●
●
●

●

●
●
●

●
●
●

●
●
●

●

●
●
●
●

●

●

●
●●
●
●

●●
●

●

●

●●

●

●

●
●

●

●
●

●

●
●

●

●
●

●

●●
●

●
●
●
●●●
●
●

●

●●

●

●
●

●

●

●
●

●

●

●

●

●●

●●

●
●

●

●●

●

●
●●

●

●

●

●

●

●

●

●

●
●
●
●

●
●
●

●

●
●●
●
●
●
●
●
●●
●
●●
●

●
●
●

●

●
●
●

●●

●●●
●●
●

●●

●

●
●

●

●
●

●

●
●
●
●●●

●

●

●
●

●

●

●
●
●
●●

●
●
●

●
●●

●
●
●
●

●

●
●
●
●●
●

●

●●

●

●
●
●
●

●
●
●●
●

●●
●

●

●

●

●
●
●
●
●●●
●●
●

●

●
●
●
●

●
●

●

●
●

●

●

●
●

●

●

●
●●

●
●

●

●
●
●

●
●

●

●●●

●●●

●

●
●
●●
●

●
●

●

●●

●

●

●●

●
●

●

●

●

●

●

●
●
●

●

●

●
●
●
●
●

●

●
●●

●

●

●
●

●

●

●

●

●

●

●

●
●
●
●

●
●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●
●●
●

●●●
●●

●
●
●

●

●

●●
●
●

●

●

●●

●

●

●
●

●
●
●
●
●
●
●
●

●

●
●
●
●

●
●

●

●●

●

●

●●
●●
●

●

●

●
●

●

●

●

●

●
●
●
●

●

●

●

●
●
●
●
●
●
●

●

●
●

●

●●

●

●

●

●
●
●

●
●
●
●
●

●
●
●
●
●
●

●

●

●
●
●

●

●

●
●

●
●

●●

●
●
●
●
●
●

●

●●

●
●

●
●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●
●●

●

●

●

●

●

●

●●

●

●

●●●
●

●

●●

●

●●
●
●

●

●

●

●
●
●
●
●
●

●

●●
●●

●

●
●

●
●●●

●

●
●●
●
●

●
●●
●

●

●
●●
●
●
●
●
●●●

●

●

●

●

●

●
●
●
●
●
●
●●●

●

●●
●
●
●

●
●
●

●
●
●
●
●
●

●
●

●

●
●

●

●

●

●
●
●
●
●
●
●
●
●
●
●
●
●

●

●
●
●

●

●

●

●
●
●
●
●●●
●
●
●
●

●
●

●●●●
●●
●
●●
●

●
●
●
●
●●
●
●●
●

●
●
●
●●

●

●

●
●●●
●

●
●

●
●
●
●
●
●
●●
●
●

●●

●

●

●●●
●
●
●

●
●

●
●
●
●

●
●
●
●
●

●
●

●●
●
●
●
●
●

●

●
●
●
●

●●
●
●

●

●
●
●

●

●
●
●●●
●
●

●

●

●

●

●

●

●

●

●

●
●
●
●
●
●
●

●

●

●

●
●

●

●

●
●
●

●

●

●

●

●●

●
●
●

●

●
●
●

●

●

●

●

●

●●

●

●

●
●

●
●
●

●

●

●
●

●

●

●

●

●
●
●
●●●
●
●●

●

●

●
●
●

●

●
●

●

●
●
●

●

●
●
●
●●
●
●
●●
●

●

●●●
●
●
●
●
●
●
●
●
●
●

●
●●
●

●

●
●
●
●
●

●

●
●●●

●
●
●

●●

●

●
●

●

●
●
●
●
●
●
●●
●
●
●
●
●●
●
●

●

●

●
●
●
●
●

●●
●

●

●
●●

●

●

●
●
●
●

●
●●
●

●
●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●
●

●

●

●

●

●

●
●

●
●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●
●

●

●
●

●

●

●

●
●

●

●

●
●
●
●
●
●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●
●

●
●

●
●
●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●●

●

●

●●

●●

●

●

●

●

●

●

●
●

●

●
●●
●
●
●

●
●

●
●

●

●
●
●●●

●

●

●

●
●
●

●

●

●

●

●
●

●
●
●

●

●●●

●
●
●

●
●
●

●●
●
●
●
●
●
●

●

●

●

●

●
●

●
●

●

●
●●

●

●
●

●

●
●
●●

●
●
●

●
●

●

●
●
●

●

●
●

●

●
●
●●

●

●●

●
●
●
●●●●
●
●

●

●
●

●

●●●

●
●

●

●

●

●
●●

●
●

●

●
●
●

●●
●
●

●
●

●

●●

●●

●
●
●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●
●

●
●

●

●

●●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●●

●

●●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●
●
●

●
●
●

●

●
●

●
●

●

●
●
●
●
●

●

●

●

●

●
●

●
●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●
●

●

●

●
●

●●●

●

●

●
●●

●●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●
●
●

●
●
●
●
●●
●
●●
●
●

●
●
●

●●
●●

●

●

●

●
●
●
●
●
●
●
●

●
●

●

●

●
●

●

●
●

●
●
●●
●
●●

●

●
●
●

●

●
●
●

●

●
●

●

●
●
●
●

●

●

●●

●
●

●
●
●
●
●
●
●

●

●
●
●

●

●
●
●
●●
●●●●●

●

●

●●●
●

●
●

●

●
●

●

●
●●
●

●

●

●

●●●
●
●

●

●

●
●
●●●
●
●

●●

●
●
●

●●●●
●
●
●

●

●

●●●
●●

●

●
●
●

●

●
●●
●●
●

●
●
●●
●
●
●
●
●●
●

●

●
●

●
●
●

●
●
●
●●

●

●
●
●●
●
●

●

●

●

●
●
●
●

●
●

●

●

●
●●
●

●
●
●
●
●
●

●●
●

●

●

●
●

●

●●

●●
●

●

●●

●

●●●

●

●
●

●

●
●
●

●
●
●
●●

●
●
●

●
●●
●

●●

●

●

●

●

●

●
●
●●●●●
●
●●
●
●●
●
●
●
●
●

●
●●
●●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●●
●
●
●
●
●
●●●

●
●
●
●
●

●●
●
●
●
●●
●
●●
●
●
●●
●●●●
●
●
●
●●●
●
●●
●●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●●●
●
●

●

●●●●●●●
●
●●
●●●
●
●
●

●

●
●●
●

●
●●
●●
●
●
●
●●
●●
●●
●
●●
●
●●●
●
●●

●
●●

●
●
●

●
●

●●
●

●
●
●

●

●

●

●●

●

●●
●
●●●
●

●
●
●
●
●
●
●
●
●

●
●●

●

●
●

●

●
●
●
●
●
●

●

●●●

●

●

●

●
●

●

●

●
●
●●

●
●
●
●

●
●

●
●

●

●

●

●

●
●
●
●
●

●

●

●

●

●

●
●
●
●

●

●

●

●
●
●
●
●

●

●

●

●
●●

●

●
●
●
●
●
●●●
●

●●
●
●

●
●
●
●

●

●

●

●
●

●
●

●

●
●

●
●

●

●

●

●
●
●
●
●
●

●

●

●
●

●

●●●
●

●

●
●

●
●

●●
●
●

●
●●
●●

●●

●

●

●●
●

●

●

●

●●●
●

●
●
●

●
●

●
●●
●
●
●

●
●
●
●
●
●
●
●

●

●
●●

●

●
●
●

●

●
●
●
●

●●

●

●

●

●●

●
●
●
●
●
●

●
●

●
●

●●
●

●

●

●●
●●
●

●●●
●
●

●

●

●

●
●
●

●
●
●
●

●

●

●
●
●
●

●

●

●

●

●
●

●
●

●
●
●
●
●

●
●

●●

●

●
●
●
●
●
●●
●
●●●
●
●●

●

●
●

●

●

●●
●

●
●
●
●

●
●

●●
●
●
●

●

●

●

●
●
●

●

●
●

●
●

●

●

●
●
●
●●

●

●

●
●

●
●
●

●
●
●
●
●
●

●

●

●

●●

●
●
●

●
●

●
●
●

●●●

●

●

●
●

●

●●
●

●
●●

●

●

●●
●

●

●●

●
●
●

●

●●
●
●●

●

●

●

●
●
●

●

●
●

●●

●
●●

●
●●
●●

●
●●

●
●

●●
●

●
●

●
●
●

●
●

●

●

●
●

●

●

●●●
●
●
●●
●

●
●
●
●
●
●

●
●

●

●
●
●

●

●
●

●

●
●

●

●

●
●
●
●
●

●

●

●

●

●

●

●

●

●
●
●

●
●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●
●
●●

●

●

●

●

●

●

●
●●
●
●●●

●

●
●
●
●

●
●
●
●

●
●

●
●
●●●
●●

●●●●
●●
●
●
●●

●

●

●

●

●
●
●
●
●●
●●

●
●

●
●
●
●●
●

●
●

●

●
●

●●
●

●

●

●

●

●

●
●

●
●
●
●
●
●
●
●
●
●
●

●
●●

●

●●●
●
●
●
●●
●

●
●

●

●●
●
●

●
●
●●
●
●
●●●
●
●
●
●
●●

●

●
●
●
●●

●

●
●●

●

●

●

●
●
●
●●
●
●●

●

●
●
●
●

●

●

●

●●

●

●●
●
●
●
●
●
●

●

●
●
●

●
●

●
●
●
●
●●
●●
●

●

●

●

●

●
●
●
●
●

●

●
●●

●
●

●

●
●

●

●

●

●
●
●

●

●
●
●
●
●
●
●
●
●

●
●

●
●●
●

●

●

●

●
●

●

●●
●

●
●●
●●
●
●
●

●

●
●
●

●

●
●●●●
●

●

●
●
●

●
●
●
●

●

●
●
●

●

●
●
●
●
●
●
●●
●●
●
●

●●●
●
●●
●
●
●

●
●●
●

●

●
●
●

●

●
●
●

●●●

●

●

●
●
●
●
●

●
●
●

●
●

●
●
●

●

●
●
●
●
●

●
●

●

●
●

●
●
●

●

●

●

●●
●
●

●
●
●
●

●
●
●●
●

●

●
●
●
●
●

●

●●
●
●

●

●
●

●
●●●

●
●

●

●●●
●

●

●●
●
●
●●
●

●

●●

●●

●

●
●

●
●
●

●

●●

●
●

●

●

●

●

●
●
●
●

●

●

●
●
●
●

●●
●
●●
●
●
●
●
●

●

●

●
●●
●●●

●
●
●
●●

●

●●
●
●
●●

●

●

●
●

●●

●
●●
●
●●
●

●

●
●

●
●●
●●

●
●●
●
●
●
●
●●
●
●

●

●●
●●
●
●
●

●●

●
●

●
●
●

●

●
●
●
●

●

●
●
●
●●
●

●

●
●

●
●
●●●

●

●●
●

●

●

●
●●
●
●
●

●
●
●
●
●●●●

●

●●●
●
●

●

●
●
●
●
●

●
●
●
●●

●

●
●●
●
●●
●

●

●●
●
●
●

●

●●
●
●●●

●

●
●●●

●

●

●●●

●
●

●
●

●

●

●
●
●
●
●
●
●
●

●

●●
●
●●●●
●
●
●
●

●

●

●
●

●
●●

●
●
●
●

●
●
●●

●

●

●
●
●
●
●

●●

●
●

●
●

●

●

●
●
●
●

●
●
●

●
●

●
●
●
●
●

●

●
●
●
●

●

●●

●
●
●

●

●
●
●
●

●
●
●

●
●
●
●
●

●

●
●●
●
●
●

●

●

●
●

●●
●
●
●●
●
●●
●

●●
●●
●●
●
●

●

●
●

●

●
●
●●
●
●
●
●

●

●●
●
●
●
●

●

●
●

●
●

●
●●●
●
●
●●
●
●
●
●

●

●●
●
●
●
●
●

●

●

●
●

●

●
●●●
●

●
●●

●

●
●

●
●

●
●●
●
●
●●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●●
●●●●●
●

●
●

●
●

●

●
●
●
●
●●
●
●●
●●

●

●
●
●
●
●
●●
●
●
●

●
●
●●
●●
●
●
●
●
●
●●

●

●

●

●

●
●

●●●

●

●

●

●
●
●●
●
●
●
●
●
●
●
●

●

●
●

●

●
●
●
●●
●
●●

●
●
●●
●

●●●
●
●
●●

●

●●●

●●
●
●

●
●

●●
●
●

●

●
●
●
●
●
●
●
●
●

●
●
●
●
●
●
●

●
●
●
●●
●
●

●
●

●

●

●
●
●
●

●
●

●
●●
●
●
●●
●

●

●
●
●

●
●
●●
●
●
●●
●
●
●●●

●
●

●
●
●
●●
●
●
●
●
●

●●

●

●
●●

●
●

●
●●
●
●
●
●
●
●

●●

●

●●●

●

●●
●●
●
●

●
●
●●
●

●
●

●

●
●

●

●

●●
●
●●
●
●
●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●

●

●
●
●

●

●●

●

●
●

●

●

●
●

●
●

●●

●

●

●

●
●
●●●

●

●
●

●
●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●●
●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●
●

●

●●

●

●

●
●

●
●
●
●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●
●

●
●
●●

●

●

●

●

●●

●

●

●
●

●●●
●
●
●
●
●
●

●
●

●●●●

●

●●

●

●

●

●

●
●

●

●
●
●

●
●

●
●

●
●

●

●

●●

●

●
●
●
●
●
●
●
●●●●
●

●
●●●●●
●
●
●
●●
●

●
●
●●

●●
●
●●
●●●
●
●
●●

●
●●
●
●
●
●
●
●
●

●

●●
●●●
●

●

●
●
●●
●●
●

●

●
●●
●●●
●
●
●
●
●
●
●●
●

●●●●

●
●●
●●●●
●●●
●●

●

●

●
●
●
●●●
●

●
●●●

●

●●
●
●

●
●
●
●●
●
●●
●

●●

●
●
●
●

●
●
●
●●
●
●
●
●
●●

●

●
●
●

●●
●
●●●
●
●
●●
●
●
●

●

●
●
●

●

●

●●
●●
●
●

●
●
●●

●
●●
●

●
●●●
●●

●

●

●

●
●
●

●
●
●

●●●
●
●
●●●●
●
●
●

●
●
●●●

●
●●

●
●
●●●●●
●

●
●●●●
●
●
●●●
●
●
●
●●
●
●
●
●

●

●●

●

●●●
●
●
●●●●●●
●
●
●
●●
●
●
●
●

●●
●
●
●
●●●
●●
●

●●

●●●●●

●

●●
●
●
●
●

●
●●
●
●
●●

●

●

●

●
●
●
●
●●
●

●

●●●●
●
●
●●●●
●●

●
●●
●●

●●
●

●

●
●
●
●
●
●●●
●●
●

●●
●
●
●●●

●

●

●
●●●
●●
●
●
●
●●
●
●

●

●

●

●●

●
●●●
●

●

●

●

●
●●
●●

●
●
●
●
●●●●●
●
●●
●●●●
●

●

●
●
●
●
●

●
●

●●
●
●

●

●
●
●
●
●
●●
●
●

●●
●

●
●
●
●
●

●

●

●

●
●

●

●
●●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●
●
●

●

●
●
●
●
●
●
●
●
●
●
●
●

●

●

●●

●
●

●
●

●

●

●

●
●●●

●

●●
●
●

●●

●
●
●

●

●●

●

●●
●

●

●

●

●

●●
●
●

●
●

●●●

●
●

●
●
●
●
●

●

●

●
●
●

●●

●

●
●
●
●

●

●

●
●

●

●

●

●

●●

●
●●
●
●

●

●
●
●

●

●

●
●

●

●
●
●

●

●

●

●
●

●
●
●

●

●
●

●●

●
●
●

●

●●
●●
●
●
●
●

●●

●
●
●
●
●
●●
●
●
●●

●

●

●
●
●
●
●

●
●
●

●

●
●●●

●

●●

●

●
●
●
●

●

●
●●
●

●●

●

●

●
●

●

●

●

●●

●

●

●

●
●●

●

●

●

●
●

●
●
●
●
●
●●
●
●
●●

●●
●●●
●●

●

●
●●

●

●
●
●

●

●

●

●
●
●
●
●
●

●●
●
●

●

●
●
●

●

●
●
●
●
●
●

●
●

●

●

●

●

●
●
●●
●

●

●
●
●
●
●
●

●

●●

●

●

●

●

●●

●

●
●

●

●
●●
●

●
●

●
●

●●

●

●

●

●

●

●

●
●

●
●
●
●
●
●
●●●
●

●
●

●
●

●

●●

●
●●
●
●●
●

●

●

●

●

●

●

●
●
●●●
●
●●
●
●●

●

●
●

●

●

●

●

●

●
●
●
●
●●

●

●
●

●

●
●
●

●

●

●

●

●
●
●

●

●
●
●
●

●

●

●

●
●●
●
●
●

●

●

●
●

●
●
●

●●
●
●

●
●

●
●

●●

●
●

●
●

●

●●
●
●●

●

●

●

●●
●

●

●
●
●

●

●

●

●●

●

●
●
●
●

●

●

●●
●
●
●

●

●

●

●
●●●
●●●

●

●
●●
●
●
●

●

●
●
●
●●●

●

●

●
●

●

●●
●●

●

●

●

●
●
●
●

●

●

●

●
●

●

●
●
●

●

●
●●●
●●
●
●
●

●

●

●
●

●
●

●

●

●

●
●

●
●●●

●

●

●
●

●
●●

●
●

●
●
●
●
●

●

●●
●●
●
●

●
●●●
●
●●
●

●
●

●

●
●
●
●
●

●

●
●

●
●
●

●

●

●
●
●

●

●

●

●
●

●●
●

●

●

●
●
●
●

●
●
●
●

●

●

●

●

●
●
●

●

●
●●
●●●
●
●
●
●●●
●

●●
●
●
●●
●
●
●
●
●
●

●
●●●

●
●
●
●

●

●

●
●●

●
●
●
●●
●

●

●
●
●
●●
●

●
●
●●
●

●

●●

●

●

●●
●
●
●●
●

●●
●
●

●

●

●
●
●

●
●●
●
●
●

●

●

●

●
●
●●

●
●

●●●
●
●
●
●
●●
●●
●

●

●
●

●

●

●

●
●●

●

●

●
●
●

●

●

●
●
●
●
●

●

●
●

●
●

●

●
●
●
●

●
●

●
●
●

●
●

●

●●
●
●

●

●
●
●
●
●●
●
●
●
●●
●

●
●
●

●

●

●

●
●
●

●

●

●

●
●
●
●

●
●
●

●
●
●
●
●
●●●●●
●

●

●
●
●

●

●

●
●

●

●
●

●
●●
●

●

●
●

●
●
●

●

●

●

●

●
●

●

●
●
●

●

●

●

●

●
●
●

●
●
●
●

●

●

●

●

●

●

●
●

●

●
●●

●

●

●
●

●●●
●

●

●

●

●
●

●

●
●
●
●

●
●

●

●
●

●

●

●

●

●

●
●●
●
●
●

●●
●

●

●

●

●

●
●

●

●
●●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●●
●

●

●

●

●

●●

●
●
●
●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●

●
●

●●
●

●

●●●
●
●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●●
●

●

●

●

●

●●
●
●

●

●

●●
●
●

●

●

●

●

●
●
●

●

●●
●
●

●●

●

●

●●●●

●

●●●●●●

●

●

●
●
●

●●

●

●●
●
●
●●
●
●●

●

●

●

●

●

●

●●
●

●
●

●

●
●●

●

●
●●●
●

●

●●

●

●

●
●●

●
●
●●
●

●

●

●
●●●
●
●

●●

●
●
●●
●
●

●

●

●
●

●
●
●●
●

●●
●●

●

●
●●●
●
●

●
●
●
●
●

●

●

●

●

●

●
●
●
●

●

●
●

●

●

●
●
●
●

●

●
●
●●
●
●
●
●
●
●
●
●
●
●
●●●
●
●●
●●
●
●●

●

●

●●●

●
●
●
●●

●
●

●
●
●
●
●
●
●
●
●
●●●
●●
●
●
●

●
●●
●●
●
●●

●
●

●
●●●
●

●

●
●●●

●

●
●

●
●●●
●

●

●

●
●
●
●●

●

●●●
●
●

●

●

●●

●

●
●
●
●●
●
●●
●
●

●
●

●
●
●
●

●

●

●

●

●

●

●
●

●
●
●

●

●

●

●

●

●
●
●
●
●●
●
●●●
●

●
●
●●
●
●

●●

●

●
●

●
●

●

●
●
●●
●●
●
●
●

●

●
●●
●
●

●
●
●
●
●
●●
●●●●●●
●

●
●

●

●●

●

●
●
●●

●

●
●
●
●
●

●

●●

●

●
●

●

●
●
●●●●
●

●

●

●●

●
●●
●
●●●

●

●
●
●

●

●
●

●

●
●
●
●
●
●

●

●
●

●
●

●
●●
●
●●
●

●
●
●
●

●
●

●

●

●●

●

●
●
●
●
●

●
●
●

●

●
●●
●
●
●

●

●

●

●
●

●

●

●
●
●●

●●

●
●

●
●
●

●

●
●

●

●

●

●

●

●

●

●
●

●

●
●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●
●

●
●

●
●

●●
●

●

●
●
●
●
●●

●

●

●

●
●

●

●

●●

●
●
●

●
●
●

●
●

●

●
●●
●●●

●

●

●

●
●
●

●

●

●

●

●

●
●

●

●
●
●

●

●
●
●●

●
●
●
●
●

●
●
●

●

●

●●

●
●
●
●
●

●
●
●

●
●
●

●

●
●

●
●
●●

●
●

●●●

●

●

●

●●

●

●
●
●
●
●
●
●
●

●

●

●

●
●
●
●
●
●
●
●

●
●
●
●●
●
●

●
●●

●
●
●
●

●

●

●
●
●
●
●
●

●

●

●●

●
●●
●

●

●●
●
●

●

●

●
●

●

●
●

●

●

●
●

●

●

●
●

●

●

●●

●

●

●
●

●

●

●
●
●

●
●

●●

●

●
●

●

●
●

●

●

●
●
●

●
●
●

●

●

●

●
●●
●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●●
●

●

●
●●●
●
●●

●

●
●●

●

●●
●
●
●
●●
●

●

●●
●

●

●
●
●●
●
●

●

●●●
●

●

●●●
●
●
●
●●
●
●●●
●

●

●●
●

●
●

●●

●
●
●
●
●
●
●
●
●
●

●
●
●
●
●●
●●
●
●●
●●
●
●
●
●

●

●
●
●

●
●
●

●

●
●
●
●
●
●
●

●
●

●

●

●

●

●

●

●

●

●
●
●
●
●
●
●●●

●

●
●

●
●●

●

●

●

●
●

●

●●
●
●

●

●
●
●
●

●
●
●●
●

●●

●
●
●
●

●

●

●●

●

●

●
●
●
●
●

●
●

●

●●
●

●●

●

●●
●
●
●
●
●
●
●
●
●

●

●

●
●●
●

●

●●
●
●

●

●
●
●
●

●

●
●
●
●

●
●
●
●
●

●
●

●
●
●●
●
●●
●●

●
●

●
●
●●
●
●
●

●

●●
●●
●●
●●

●
●

●

●
●

●

●
●
●

●
●

●
●

●●●

●●

●

●

●
●●

●
●

●
●

●
●

●●

●

●
●
●
●

●

●
●
●
●●

●

●

●

●

●●

●●
●

●

●

●

●●

●

●
●

●

●

●

●
●●

●
●

●●●
●●
●●●
●
●
●
●
●●
●
●●
●

●●●●
●
●
●
●
●
●
●
●●
●
●●
●
●●
●●
●
●
●
●●
●
●

●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●●
●●●
●

●
●
●
●
●
●
●●
●●
●●
●
●
●
●

●
●
●●●●
●
●
●

●
●
●

●
●
●
●●●
●
●●●●
●●●●
●●
●
●
●
●
●
●
●
●●●●●
●●●●●
●
●
●
●
●

●

●

●

●●
●
●

●●
●
●

●

●

●

●
●
●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●●

●

●

●
●

●

●
●
●

●

●

●

●

●

●
●

●

●
●
●●
●

●

●●
●●

●
●
●

●●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●●
●

●

●
●
●

●

●

●

●●

●

●

●

●

●
●

●●

●

●

●●

●
●

●
●

●

●

●

●
●
●
●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●
●
●
●●
●

●●

●

●

●

●

●

●
●

●
●

●

●
●

●

●●

●

●
●

●

●●
●
●

●

●

●
●

●

●

●
●
●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●
●
●

●
●●

●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●●

●

●

●
●●
●

●●

●●

●

●

●

●

●

●
●

●

●

●
●
●

●

●
●

●

●
●

●

●

●
●

●

●●●

●●
●●

●

●
●
●
●
●

●
●●

●

●
●

●
●

●

●

●

●
●
●

●

●

●●
●
●

●
●

●
●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●
●

●

●

●
●
●
●
●

●

●
●
●

●
●
●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●
●
●
●

●

●

●

●
●●

●

●
●

●

●

●
●

●●

●

●

●

●
●

●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●
●●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●
●●●

●

●

●

●

●

●
●

●

●

●

●
●

●
●
●
●

●

●

●

●

●

●

●

●
●
●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●
●

●
●

●

●

●

●
●

●●

●

●

●
●

●
●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●
●

●●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●
●

●

●●

●

●●
●

●

●
●

●
●

●

●

●

●
●

●
●

●
●

●

●

●

●

●
●

●

●●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●
●
●
●

●

●
●

●

●

●

●

●

●
●
●●

●

●

●
●

●

●

●

●

●

●●

●●

●

●

●
●
●

●

●

●●

●

●

●
●

●

●

●

●

●
●
●

●

●
●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●●

●
●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●●

●

●

●

●

●

●●

●

●

●

●

●●

●
●

●

●

●
●

●

●
●

●

●
●
●
●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●
●

●
●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●
●

●
●

●
●
●

●

●
●

●

●
●

●
●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●
●

●

●
●
●

●

●

●

●

●

●

●
●

●

●
●
●
●
●

●

●
●

●

●

●

●

●

●
●
●

●

●●

●
●
●
●
●

●
●

●
●

●

●

●

●
●

●

●●
●
●
●●

●
●
●
●●
●

●
●

●●

●●
●
●
●
●●
●
●
●
●
●
●

●
●

●
●
●●

●

●
●

●

●

●
●●

●
●

●
●

●
●●
●

●

●
●
●

●

●
●
●
●

●
●

●

●

●

●

●
●

●

●
●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●●●

●

●
●
●

●
●

●
●
●
●
●
●
●
●

●●
●
●●
●

●

●

●
●

●
●

●

●

●●
●

●●

●

●
●

●

●

●

●

●

●

●●
●

●

●
●

●
●

●
●

●

●
●

●
●
●
●
●●
●

●

●
●

●

●

●

●●

●●
●
●

●●

●●

●

●
●

●

●

●
●

●

●
●
●

●
●

●

●
●

●

●

●
●
●
●
●

●
●

●

●
●

●
●

●
●

●

●

●●

●

●
●

●

●
●
●●

●

●
●

●
●
●
●

●

●
●

●
●

●
●

●

●

●
●●
●
●

●

●●
●

●

●

●
●

●

●

●

●
●
●

●

●●
●
●
●
●●

●

●

●
●

●

●

●

●
●

●
●●
●
●

●●
●
●

●
●

●

●

●

●

●

●

●
●

●
●
●

●
●

●
●
●
●●

●
●

●

●
●●
●
●
●●
●
●

●
●

●
●

●

●

●

●

●

●

●

●

●
●
●
●

●

●

●

●

●

●
●
●
●

●
●

●
●
●

●

●
●
●

●●

●
●
●●
●

●●
●
●

●

●

●

●●

●
●

●

●

●

●

●
●●
●

●
●

●●
●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●●
●
●

●
●

●
●
●
●
●
●●
●
●

●

●
●

●
●

●●

●

●

●

●

●
●
●

●

●
●●

●
●

●

●

●
●

●
●
●●
●

●
●

●●
●●
●●
●

●

●

●

●
●
●
●

●

●

●●

●

●●
●

●

●

●

●●

●
●

●
●
●

●
●

●
●
●●
●●

●

●

●
●

●●
●
●
●
●●

●

●
●

●●
●
●●

●
●

●
●

●

●●

●

●
●

●
●●

●
●●
●

●
●●●

●

●
●
●

●
●
●
●
●

●

●

●

●
●

●

●

●●
●●

●

●

●
●

●
●

●●

●

●

●

●

●

●
●

●

●
●

●

●

●
●
●
●

●
●

●

●
●
●
●

●
●●●

●

●●

●
●

●
●

●
●●

●

●

●

●
●
●

●
●

●

●

●
●

●

●

●
●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●
●
●
●
●

●
●
●
●●
●

●
●

●
●
●
●

●

●
●

●
●

●
●

●

●

●
●

●

●

●

●
●

●

●

●●
●
●
●

●●●

●

●

●●

●

●

●

●

●

●●

●

●

●
●

●
●

●

●

●
●
●
●

●
●

●
●

●

●

●
●●

●

●

●

●
●
●
●
●

●
●
●
●

●

●
●

●●

●
●

●

●

●
●

●
●●

●

●

●
●
●
●
●
●
●
●
●

●

●

●
●

●

●
●
●
●

●

●

●
●

●
●
●

●

●
●

●

●

●
●
●

●

●
●

●

●

●

●
●

●

●●

●

●
●●
●

●●
●
●
●
●●
●
●
●

●
●
●

●

●
●
●●
●

●

●●
●

●

●
●
●
●

●
●

●

●

●

●

●

●
●

●
●
●

●

●
●
●

●
●

●

●

●●

●
●
●
●●

●

●
●

●
●

●
●
●
●

●

●
●

●

●

●
●●

●

●
●

●

●
●●
●

●
●
●

●
●
●●
●
●
●
●

●

●

●
●

●
●
●●
●
●
●
●
●
●
●
●
●

●
●

●

●

●

●
●

●

●
●
●

●
●
●
●●

●
●
●
●

●
●
●

●
●
●

●●

●
●

●
●

●

●
●
●
●

●

●

●
●
●

●●

●
●●
●

●●
●

●

●
●

●●

●

●
●

●

●
●

●

●

●

●●
●
●

●

●
●
●
●

●

●

●

●

●

●

●

●
●●

●
●
●

●
●
●

●

●

●●
●

●

●

●
●
●

●

●

●

●

●

●
●
●
●
●
●

●

●●
●
●
●

●●
●●
●
●
●
●●

●

●●

●

●
●●
●
●
●●●●●

●
●●
●●

●

●●

●

●
●

●
●●
●

●

●
●●
●
●●
●●
●

●

●●
●●

●

●

●●
●
●●

●

●
●
●
●
●

●
●●

●●

●●
●

●●
●
●

●●
●
●●●

●●
●
●
●
●
●

●●
●●

●

●
●●●●

●

●

●

●
●
●

●

●
●
●
●
●●
●

●

●

●●●

●

●
●●
●

●●●
●

●

●
●
●●●

●
●
●●●●●●●

●

●●●

●

●

●

●●

●

●
●

●
●

●●

●●

●
●

●
●

●

●

●●
●
●
●●

●

●

●

●
●
●

●
●
●

●●

●
●

●●●

●●●
●●●
●
●
●●●
●●

●

●

●

●
●
●●●

●

●

●

●●

●
●

●

●

●
●

●●●

●●
●●●●
●
●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●
●

●

●

●

●

●
●●
●

●

●
●

●
●

●
●

●

●●
●

●

●
●●●

●

●●

●

●

●

●
●●

●

●●
●
●●
●

●

●●
●●

●

●
●
●
●
●
●

●

●
●●
●●

●

●
●

●

●
●●●●

●

●●
●
●●
●●●●●
●●●
●
●●●

●

●

●
●

●
●
●
●
●●
●●

●

●●●●●
●
●
●

●

●

●

●
●
●●
●

●

●
●●
●
●●●●●

●

●●●●●
●●

●

●
●
●●

●

●
●
●
●
●
●

●

●

●

●●

●

●

●●
●

●

●

●●
●

●
●●
●●

●●
●

●
●
●

●
●
●●

●

●
●●

●

●
●
●

●
●
●●

●

●
●
●
●
●●●
●
●
●

●●
●●
●
●●
●●
●

●

●
●
●
●
●

●
●
●
●
●

●●●
●

●
●●
●
●●

●●

●

●●
●
●
●
●
●

●

●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●

●
●
●
●
●
●●

●
●
●●

●
●
●●
●●

●●
●●

●●
●
●
●
●
●
●
●

●
●
●
●●●
●
●
●●
●
●
●

●

●
●

●

●

●
●
●
●●

●

●

●
●
●●
●●
●●
●
●
●●●●
●
●

●

●

●
●
●
●
●
●
●

●

●●
●

●
●
●

●

●
●
●
●
●
●

●
●
●
●

●
●

●●
●
●
●
●
●
●●

●
●●

●
●
●
●
●

●

●
●●
●
●

●

●●

●
●
●
●
●
●●

●
●
●
●
●
●
●●
●

●●●
●
●
●
●

●
●
●

●●

●●
●
●●
●●●●

●

●

●
●
●
●●●
●
●

●
●
●
●

●
●●

●●

●
●
●

●
●●
●
●
●
●
●
●
●
●●
●●
●
●
●

●
●
●
●
●●

●
●●
●
●
●●
●●
●
●●●●
●

●

●●
●
●

●
●
●●

●●
●
●●

●
●
●
●●●
●
●

●
●●

●

●●
●
●
●

●

●
●
●

●

●

●
●

●●
●
●

●
●●
●

●

●
●
●
●

●●

●
●
●
●
●
●●●
●

●
●
●
●
●

●
●
●
●
●●
●●
●●
●

●

●
●
●
●

●
●
●

●
●
●●●

●
●
●

●
●
●

●

●
●
●

●●

●●
●
●

●
●

●
●
●
●
●
●

●
●
●
●●
●

●
●
●
●●●●
●

●
●
●

●
●●

●
●
●
●●
●

●

●
●
●

●

●

●

●
●
●
●

●●
●
●
●
●

●
●●

●

●

●

●
●
●
●
●
●●●
●

●●

●
●

●

●●
●
●

●

●●
●
●
●

●●●●
●
●
●●
●
●

●
●
●●●

●

●
●●

●

●

●
●
●
●
●●
●

●

●

●

●
●
●

●

●●●●
●

●

●

●

●●
●

●●
●
●
●
●
●

●
●
●
●

●●
●
●

●

●
●
●
●
●

●

●
●
●
●

●
●
●

●

●

●●●
●
●
●
●
●●●
●
●
●

●
●

●
●●
●
●

●

●
●
●

●
●

●
●●
●
●●
●●●
●

●

●●

●
●
●

●●

●●

●

●
●
●●

●
●
●

●●
●
●●

●

●

●●

●
●

●

●●

●
●●
●●

●
●

●

●●

●
●
●●
●
●●
●●●
●
●
●
●
●

●
●

●

●●●

●

●

●●
●●●
●

●

●

●

●

●
●

●
●

●●

●
●
●
●

●●●
●
●●
●
●
●
●
●
●

●

●

●
●
●

●●
●

●

●●

●
●
●
●
●

●
●●
●
●

●

●

●

●

●●
●
●

●●●

●
●
●
●
●
●
●

●
●●
●
●
●

●●

●

●

●

●
●
●●
●●
●●
●
●

●
●
●

●
●

●

●

●
●
●●●
●
●
●●●
●
●
●
●
●●●
●

●

●
●●
●●
●●
●
●
●●
●
●●
●
●●●

●

●●●●
●●
●
●●
●●
●●
●

●
●●

●
●
●●●
●
●
●
●

●
●
●●

●●
●
●

●
●
●
●
●
●●
●
●
●●

●
●
●●

●
●
●
●
●
●●●
●
●
●●●
●
●
●●
●
●
●

●
●
●
●
●
●●●

●
●
●
●

●

●●
●
●
●

●

●
●●

●●
●
●

●
●●
●

●
●●●
●

●●
●
●●

●
●
●

●

●
●
●
●●
●
●
●●●
●
●
●
●●●

●
●●●●
●

●

●●
●●

●

●

●

●●
●
●
●
●
●●
●
●●●●

●
●
●
●
●
●
●●
●
●
●
●

●●
●●
●

●

●

●

●
●

●

●●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●
●
●
●
●
●

●

●

●

●

●●

●

●

●
●
●

●

●●
●●
●
●

●

●
●

●
●
●●

●

●
●●

●

●
●

●

●

●●●
●

●

●

●

●

●

●
●

●●

●

●
●
●
●

●
●
●

●

●

●

●

●

●●

●●

●

●

●

●

●

●
●
●

●

●

●
●

●
●

●
●

●
●
●

●

●

●

●

●
●
●

●
●

●
●

●

●

●

●

●

●
●
●
●

●

●
●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●

●

●
●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●
●
●

●

●

●●

●
●

●
●

●

●

●

●

●●

●

●

●
●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●

●

●

●
●
●
●
●

●

●

●
●
●

●
●

●

●

●

●

●

●

●
●
●

●

●
●

●

●

●

●
●

●

●

●●

●
●
●

●

●●

●

●
●
●●
●

●
●
●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●●
●

●

●
●
●●
●

●
●

●

●
●
●

●
●

●

●

●
●

●
●

●
●

●

●
●

●●
●
●

●

●
●

●
●
●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●
●
●
●
●

●

●

●

●
●

●

●

●

●
●

●
●

●

●
●
●

●

●

●

●

●

●
●

●

●

●●

●
●

●

●

●
●
●

●
●

●

●

●

●

●
●
●

●
●

●
●

●

●

●

●
●

●

●

●
●
●

●

●

●
●

●
●
●
●
●

●

●
●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●
●
●

●

●
●

●

●
●

●

●

●
●
●

●

●

●

●

●
●●

●
●

●●

●
●
●
●
●

●●
●
●
●

●
●
●

●

●

●

●
●
●

●

●

●
●●

●●

●

●

●

●

●
●
●

●●

●●

●

●●
●
●
●

●

●

●
●
●
●

●●
●

●●
●

●

●

●
●

●

●

●
●

●●

●
●
●
●

●

●
●
●

●

●●
●

●

●
●
●

●

●

●

●

●

●
●
●

●
●

●
●●
●●

●
●

●●
●
●
●
●
●

●
●
●
●

●

●
●
●

●

●

●
●●●
●
●
●

●
●
●
●
●
●
●
●
●

●●●●

●

●
●

●

●
●●

●

●

●

●

●

●
●

●

●
●
●

●

●●●
●

●

●
●
●●
●●●
●
●

●
●
●

●

●
●

●

●
●
●

●

●

●
●

●

●
●
●

●
●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●
●●
●
●

●●

●
●
●●

●
●
●

●●●
●

●
●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●●
●
●

●

●

●

●

●

●

●

●
●
●
●
●
●
●
●
●

●

●
●
●
●
●
●●

●
●●

●

●

●

●

●

●
●

●

●
●

●●

●
●

●
●

●●●

●

●
●
●

●

●
●
●

●

●
●
●

●

●
●
●●

●

●
●

●

●
●

●●●

●
●●
●●

●

●

●

●

●
●
●

●

●

●

●
●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●

●

●
●
●

●

●
●

●
●

●
●

●●
●
●

●
●
●

●
●

●

●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●●

●
●

●●
●
●
●

●

●

●●

●

●●

●●
●
●

●
●

●

●

●

●

●●●
●

●

●●

●

●
●

●●

●
●

●
●●●
●

●●

●
●

●

●

●
●
●

●
●

●
●●
●
●

●

●●
●

●

●
●●

●●

●

●

●

●

●
●

●

●
●

●
●
●

●
●
●
●

●

●●
●

●
●

●

●
●

●

●

●

●
●●

●

●●

●

●

●

●●
●

●

●
●
●
●

●

●
●

●●

●

●

●●

●
●
●
●
●

●
●●

●●

●●
●
●
●

●

●

●

●

●

●

●

●
●

●●

●

●●

●

●

●●
●

●

●

●

●

●

●
●

●
●
●
●●

●

●

●
●
●

●

●
●

●
●

●

●

●
●●
●

●

●

●

●

●
●
●
●

●

●

●

●
●
●
●

●

●
●

●

●
●

●
●
●

●
●●

●

●

●

●
●
●

●

●

●●

●
●●●

●●
●

●
●●

●
●

●

●
●

●●

●

●

●
●

●
●
●

●
●

●
●

●

●
●

●
●

●

●

●
●

●
●

●

●

●
●

●
●
●
●
●

●

●

●

●

●●

●

●

●
●
●●

●
●
●●

●

●
●

●
●
●
●
●

●
●
●
●
●

●●
●

●

●●
●●

●

●●

●
●
●

●
●
●
●●

●

●
●
●
●

●

●
●●

●
●

●

●

●●

●
●●
●

●

●

●

●●

●
●

●

●
●

●
●

●
●
●

●

●
●

●
●

●

●

●

●

●

●
●●
●

●
●

●
●●
●

●

●●

●

●

●●
●

●
●
●

●
●

●

●

●
●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●●
●
●●
●
●

●

●
●●
●
●
●

●
●
●●
●

●
●
●
●
●

●
●●

●

●
●
●
●
●

●

●

●
●

●

●
●

●

●●

●
●
●
●

●

●

●

●
●

●
●
●
●

●

●

●●

●

●

●

●

●
●
●

●
●
●

●
●

●●

●

●

●
●

●

●●
●

●
●

●●

●

●
●
●

●

●
●

●
●
●

●
●
●

●
●●
●

●●
●
●●●

●

●
●

●
●
●

●
●
●

●

●

●

●●
●

●
●
●

●

●
●
●

●●
●
●

●

●

●

●

●
●

●
●●

●

●

●

●

●
●
●

●

●
●

●
●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●
●
●

●

●

●

●

●
●

●
●

●

●

●
●
●
●

●

●

●

●

●●

●
●●

●
●
●

●

●

●

●
●

●
●

●
●

●
●
●
●

●

●

●

●

●
●●●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●
●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●●●
●

●
●

●

●●
●
●

●
●

●

●

●
●
●●

●

●

●

●

●
●●
●

●

●
●
●
●
●
●

●

●●

●

●
●

●

●

●

●
●

●
●
●
●

●
●
●

●●
●●
●
●
●

●●

●

●●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●
●

●
●●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●●
●
●●

●

●

●

●
●
●

●
●
●

●
●

●

●
●●
●●
●

●

●●

●

●
●
●

●

●
●

●

●
●
●
●

●
●

●

●

●
●●
●
●

●

●

●

●

●

●
●
●

●
●

●

●

●
●
●

●

●

●●

●
●

●

●●●

●
●

●

●

●

●
●●

●

●●
●
●
●
●
●

●

●

●
●

●
●

●

●
●

●
●
●

●
●

●●
●

●

●
●●●
●

●

●●
●

●
●

●

●
●

●

●

●

●

●
●
●●

●

●

●

●

●●

●

●
●
●
●
●
●
●
●
●
●

●●
●●
●

●
●●
●
●

●
●
●
●●●
●

●

●●●
●

●

●
●
●
●
●
●
●

●

●

●

●

●

●
●
●
●

●
●
●
●
●
●

●●

●

●
●
●
●
●

●

●
●
●
●
●
●

●

●
●
●
●
●

●

●

●
●
●●

●

●
●●●●
●
●
●●
●●
●

●
●
●
●●
●
●

●
●

●

●●

●

●
●
●

●
●●
●
●
●●
●
●
●
●●

●
●
●
●

●●

●
●●

●
●
●●●
●

●
●
●
●●
●
●
●
●
●
●
●

●

●●
●
●

●

●
●●●
●
●

●
●
●●
●

●
●
●
●
●
●

●

●

●

●
●
●
●

●

●

●
●
●

●
●
●
●

●
●
●

●
●
●
●
●●
●

●●
●●

●

●
●
●
●●
●

●

●

●●

●
●
●●

●

●●●
●
●

●●
●
●
●
●
●
●

●
●
●

●

●
●
●

●

●
●

●
●
●
●●
●●
●
●
●
●
●

●
●

●

●
●

●

●
●
●●
●
●
●
●
●

●

●●

●
●
●

●

●

●

●
●
●
●●

●●

●
●
●
●●
●

●

●●
●
●
●
●
●

●●●
●

●
●
●
●
●
●●
●

●

●●●
●
●●

●
●●

●
●
●
●

●
●
●
●
●
●
●
●
●
●
●

●
●

●
●
●
●

●

●

●

●
●

●
●
●
●●
●
●●
●

●

●

●
●

●

●

●
●

●
●
●
●

●
●
●
●
●●
●

●
●
●●

●

●
●
●●
●●
●●

●

●●

●
●

●
●
●
●●
●

●

●●

●
●
●●

●
●

●

●
●

●
●

●

●
●●
●

●
●

●

●●

●

●

●
●●
●●

●
●
●

●

●

●

●
●

●●

●
●

●

●●
●
●
●
●
●

●

●
●
●
●
●

●
●
●
●
●●
●
●

●
●
●

●

●
●
●
●
●
●
●
●
●
●

●
●
●●
●

●

●
●

●●
●
●
●
●

●

●
●●
●●
●
●

●
●
●
●
●
●

●●
●
●
●●

●
●
●
●●●
●●
●
●
●
●
●
●

●

●

●
●
●
●
●
●●
●●
●●

●
●
●
●
●●
●
●
●

●

●

●

●

●
●●●
●

●●
●
●
●
●●
●●

●
●
●
●
●
●

●
●

●

●●
●
●●
●
●●
●●

●

●

●
●
●

●
●
●

●●

●

●
●
●
●

●●

●
●

●
●

●
●
●

●
●
●

●

●

●
●●
●
●

●
●
●
●
●
●●
●●
●
●
●
●

●

●●
●
●
●
●●

●

●
●

●

●

●●
●
●
●
●
●

●
●
●
●
●
●

●
●

●●

●

●
●
●
●●

●

●
●
●
●
●

●

●
●
●

●

●

●
●
●
●
●

●
●

●
●

●●

●●

●

●
●
●
●●

●
●●●
●
●●
●

●

●

●
●●●●

●
●
●
●
●
●

●
●
●

●

●

●
●
●
●
●●

●

●

●
●●●●

●

●
●
●

●●
●

●●●
●●
●
●

●●
●●
●

●

●

●

●
●
●
●
●

●

●
●

●

●
●

●
●
●
●

●●
●
●●
●●

●

●
●
●
●
●

●
●

●
●
●
●
●

●
●

●
●
●
●
●

●

●

●
●
●
●
●

●

●
●●
●

●
●
●

●●
●
●●
●
●

●
●
●
●

●
●

●
●
●

●

●●●●

●

●
●
●
●
●
●
●
●

●
●
●

●
●
●
●

●

●

●
●

●●
●
●
●

●

●
●●
●
●
●
●●

●
●
●
●
●
●
●
●●
●
●●
●
●
●
●

●
●
●

●

●

●
●

●
●●
●●
●
●

●
●
●
●
●
●

●

●

●

●
●●
●

●
●●
●
●
●●
●
●
●
●
●●
●
●

●●●●
●●●●

●

●
●
●●
●
●

●
●
●
●
●●
●
●●

●
●
●
●
●
●
●
●

●

●●

●
●
●
●

●
●
●
●
●
●●

●

●

●

●●

●

●
●

●
●
●

●●●
●●
●●
●●
●●
●
●●●
●
●●
●●●●
●●●●●●
●
●
●
●
●
●
●
●●●●●
●●●
●
●●●
●●●
●●●
●
●
●●●●

●

●
●
●
●
●●●●
●
●●●●
●
●
●●●
●
●●●●
●●
●
●
●
●
●
●
●●
●●
●●●
●
●●
●

●
●●
●
●●●
●
●●●
●●●●

●
●●●●
●
●
●

●●

●

●●
●●●
●
●●
●

●
●
●
●
●●

●

●●
●●
●
●●●●●
●●●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●

●
●●●●
●
●
●
●●●●●
●●
●●
●
●●
●
●●
●●
●
●

●

●

●
●●●●
●●
●●
●
●●●●
●

●●
●●
●

●

●●●●●

●

●
●
●

●

●
●●●●
●
●
●

●
●
●
●●
●
●●
●
●
●

●●
●●
●

●●

●●●●
●
●
●●●
●●

●
●●●●
●●

●●
●
●

●
●●●
●

●●●

●
●
●
●●
●
●
●
●
●●
●
●

●
●●
●●

●
●●
●

●●
●
●

●
●
●
●
●
●
●

●●
●
●●●

●
●
●

●●
●●●●●
●

●
●
●
●●●●
●
●
●
●
●
●●●●
●

●

●
●●
●●
●
●●

●
●
●●

●
●●●●
●

●
●
●●

●●●●
●●●
●
●
●●●
●●
●
●●●
●●
●●
●
●●●●●●
●●●●
●
●●

●●

●
●
●

●
●●
●
●●
●

●●
●
●
●
●●
●
●●

●
●
●
●
●●
●
●●

●
●
●
●●
●
●
●
●●●
●

●
●●
●

●

●●●

●
●●
●
●
●
●●
●●
●
●●

●●

●

●

●

●

●●
●
●

●
●
●
●●●
●

●

●
●
●
●
●
●
●●

●
●●●●
●●
●
●
●
●
●●●
●
●●
●

●
●
●
●
●
●
●
●●●
●●
●
●
●●●
●●●

●
●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●
●
●
●

●

●
●

●

●

●

●

●

●
●

●
●
●

●

●

●

●
●●●

●
●

●

●
●
●

●
●

●

●

●
●

●
●

●

●

●

●
●

●
●

●

●

●

●

●
●●

●

●●

●

●

●●
●

●

●
●

●

●
●
●

●

●

●
●

●

●●

●
●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●●
●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●
●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●
●
●
●●
●

●●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●
●

●●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●
●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●
●
●

●
●
●

●

●

●

●
●

●
●
●

●
●

●

●

●

●

●●
●

●

●

●

●

●
●

●

●●●

●
●
●
●
●

●

●

●

●

●●
●●

●

●
●●
●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●
●●

●

●
●

●

●

●

●

●●

●

●
●

●

●

●

●

●
●●

●

●

●

●

●

●
●●

●
●

●

●
●●
●

●
●

●
●
●
●
●

●

●

●

●

●

●●

●

●
●
●

●

●

●

●
●
●

●
●●●
●●●

●

●
●

●

●●

●

●

●●●
●

●

●

●

●

●
●
●
●

●

●

●

●
●
●●●
●
●

●

●

●●
●

●

●
●●●
●

●

●
●●

●

●

●

●
●
●●

●
●

●

●

●

●

●

●

●
●

●

●

●●
●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●
●
●

●
●

●

●

●

●

●

●
●
●
●

●

●

●

●●

●

●

●

●
●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●
●●

●

●

●

●
●
●

●

●

●

●

●
●

●

●
●

●

●

●
●

●●
●

●

●

●
●

●

●
●

●

●

●

●

●
●●

●

●

●
●

●

●

●

●
●
●
●

●

●

●

●

●

●●

●
●
●

●

●

●

●

●

●

●

●

●

●

●●

●
●
●
●
●

●

●

●

●

●

●●
●
●

●

●

●
●●

●

●

●
●

●

●

●

●

●
●●
●●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●●

●

●
●
●

●

●●●

●

●

●
●

●
●

●

●

●
●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●
●
●

●
●

●

●

●

●

●
●
●●

●

●

●
●
●

●
●
●●

●
●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●
●

●

●
●
●
●

●

●

●

●

●
●

●

●

●

●
●

●

●
●
●

●

●
●

●

●

●

●

●
●
●

●

●

●

●
●●

●

●

●

●

●●

●

●

●

●●

●
●

●

●●

●
●

●

●
●
●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●
●

●

●
●

●
●

●
●
●●

●

●

●

●

●
●
●

●

●

●

●

●●

●

●●

●

●●

●

●

●

●

●

●

●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●

●
●

●

●

●

●
●

●

●
●

●

●

●
●
●

●
●

●

●

●
●

●

●
●
●

●

●

●

●
●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●●

●
●●

●

●

●

●

●●

●

●
●

●

●
●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●●

●
●
●

●●
●
●
●
●

●

●

●

●

●
●

●

●
●
●●

●

●

●
●

●

●●

●●

●

●

●

●
●
●
●

●

●

●

●
●
●

●

●

●

●
●
●

●

●
●

●

●
●

●

●

●
●

●●
●

●

●
●

●

●

●
●
●
●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●●●

●●

●
●

●

●
●

●

●

●

●

●

●
●●
●
●

●

●

●
●
●

●
●
●
●

●●

●
●
●

●

●●
●

●
●

●
●

●
●
●
●
●●

●

●
●
●
●
●

●

●

●●

●
●

●

●
●

●

●●

●

●

●

●
●
●

●●
●

●

●

●

●

●

●

●

●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●
●●

●●

●●

●
●

●

●

●

●

●

●
●
●
●
●

●
●

●

●

●

●

●

●

●

●●

●

●

●●
●
●

●

●
●●

●

●

●
●
●

●

●
●
●
●
●

●
●

●
●

●
●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●
●
●

●

●

●
●

●

●
●

●

●

●
●
●
●
●

●

●

●

●
●

●
●

●●●

●

●

●
●
●
●

●

●
●

●

●●

●

●

●

●

●

●
●

●
●

●

●

●
●

●

●
●
●
●

●
●
●

●●

●

●
●

●●
●
●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●

●
●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●●
●

●

●
●
●
●
●●
●

●
●

●

●

●
●
●●●

●

●
●
●

●
●
●

●
●

●●

●

●
●
●
●

●

●
●

●

●
●

●

●

●
●●●
●
●●●●●●●●●●
●●●
●●●●
●●
●●
●●●
●
●●
●
●
●●●●●
●
●●●●
●
●
●●
●●●●
●●●
●●●●●●
●
●●●
●
●●●
●
●●●
●●
●
●
●
●
●
●
●●●
●
●●●
●●
●●●
●
●
●●●●
●●
●●●●
●●●
●●●●
●
●
●●
●●
●●●●
●
●●●
●
●
●
●●●●●
●
●
●●●●●
●
●
●
●
●
●
●
●●●
●
●
●●
●
●●●●
●
●●●
●
●●●●●
●
●●
●
●●●
●●
●
●●
●●●●●●
●●
●
●
●●●
●●●
●
●
●
●
●●

●

●
●
●
●
●
●

●
●
●
●
●

●●●
●
●
●

●
●
●
●●

●
●
●●

●
●
●●
●

●

●
●

●
●
●
●●●
●

●
●
●●
●
●
●
●
●

●●

●●
●
●

●

●

●
●
●●
●
●

●
●
●
●
●
●
●

●
●●
●

●

●

●
●
●
●
●
●
●

●●
●
●
●

●
●
●
●
●
●
●
●

●

●

●

●●●
●
●
●

●

●

●

●
●
●
●
●
●

●
●
●
●
●
●
●
●
●
●

●
●

●

●●●

●

●

●

●
●
●●

●

●●
●

●

●

●
●
●
●●
●

●●
●●

●●●
●
●

●
●

●●
●
●

●
●●
●
●
●●●

●
●
●
●
●
●
●
●
●
●
●
●
●
●●●●
●

●●

●●●

●

●●

●
●

●
●●

●
●
●
●
●
●

●

●
●
●
●
●

●

●●

●

●
●
●
●●

●
●
●
●
●

●●
●
●

●
●

●
●●
●
●
●
●

●
●●

●

●

●

●●
●
●

●

●
●
●
●
●●
●
●●
●
●●
●●

●
●
●

●●
●●
●
●
●

●
●
●
●
●

●

●

●
●

●
●
●●
●
●
●

●
●
●

●

●
●
●●

●

●
●●

●

●●
●

●
●
●●
●
●

●
●
●
●

● ●
●
●

●

●

●
●
●
●●

●
●

●
●

●

●

●

●

●
●●

●
●

●●

●

●

●

●
●
●
●

●
●
●

●

●

●

●●●
●●

●●

●

●
●

●
●

●

●

●
●
●
●

●
●
●●

●
●

●
●
●

●
●

●
●
●●
●
●●
●

●

●
●
●
●

●
●
●
●●●●
●
●

●

●

●

●

●●

●

●

●●

●●
●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●●
●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
●
●

●
●

●

●
●
●
●
●●

●●

●

●
●

●●●
●
●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●
●●

●

●

●

●

●●

●
●

●
●
●

●

●

●

●

●
●
●

●

●●
●

●

●
●

●

●
●

●
●

●

●

●

●
●
●

●

●

●
●

●

●

●

●
●

●

●●
●
●●
●
●

●

●●

●

●●
●

●

●

●
●

●

●
●
●
●
●

●

●

●

●

●

●
●
●
●

●

●
●

●

●
●

●

●

●

●
●●
●
●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●
●
●

●

●
●

●
●

●

●●

●

●

●

●

●
●●

●

●

●

●●

●
●

●

●
●

●
●
●

●

●

●

●
●

●●
●

●

●

●
●

●●

●

●
●

●●

●

●
●
●

●●
●

●

●●

●
●

●

●

●

●

●
●
●

●●
●

●

●
●
●
●
●

●

●
●
●●

●

●

●

●
●

●

●
●
●
●

●●

●
●

●

●

●

●

●

●
●●
●
●
●
●
●
●●
●

●

●

●
●
●●
●

●●

●

●
●

●
●
●

●
●

●

●

●
●
●
●

●
●

●

●

●
●

●

●

●
●

●
●

●

●

●
●
●
●
●

●

●
●

●
●

●

●
●

●

●

●
●

●

●
●

●

●
●●

●

●

●
●
●
●

●

●
●

●
●●
●
●

●

●
●
●

●

●

●

●

●
●

●
●
●
●

●

●

●

●

●

●

●
●
●●
●
●●
●

●
●

●

●
●
●

●

●●

●

●
●
●

●
●
●

●

●●

●

●

●
●

●
●

●

●●

●

●

●

●

●

●

●
●●

●
●
●

●
●
●

●●
●

●

●

●●

●

●

●

●
●
●
●
●
●
●

●

●
●
●

●
●

●

●
●

●

●

●

●

●

●
●

●
●

●

●

●

●
●
●
●●●

●

●

●
●

●

●
●

●
●●
●
●
●

●

●

●

●

●

●

●

●
●

●

●●
●

●
●

●

●

●

●●

●
●

●

●

●

●
●

●
●

●
●

●

●
●
●

●
●
●
●
●●

●●
●

●
●

●

●

●

●●

●

●
●

●
●

●
●

●●

●

●

●●

●

●

●

●
●

●

●●

●

●
●

●

●

●

●

●

●

●
●

●
●
●
●●
●

●
●

●

●

●
●

●●
●

●
●

●

●

●

●
●

●

●
●

●

●
●
●
●

●

●

●

●
●

●
●
●

●●

●

●
●

●
●

●●
●
●
●

●
●●
●

●

●

●

●

●

●
●
●

●●

●

●

●
●

●

●

●
●
●

●

●●
●

●

●

●

●●

●

●
●
●

●

●
●
●

●

●
●
●

●
●●

●
●
●

●

●

●

●
●

●●

●
●●
●

●

●
●
●
●

●

●
●

●

●●

●
●

●

●

●●●

●
●
●
●

●

●
●
●
●

●●●●
●●

●
●

●●

●

●
●

●
●

●

●
●
●

●

●
●

●

●

●

●
●

●
●
●

●

●

●
●●

●

●

●

●

●

●

●
●●

●

●

●

●●

●
●

●

●
●
●

●

●

●

●
●

●

●

●
●
●

●

●

●

●

●
●

●
●

●
●

●

●

●

●
●

●

●

●
●
●

●

●

●

●
●

●

●●●●●
●

●

●
●

●

●

●
●

●

●
●

●

●
●●
●●
●
●

●
●
●
●

●

●

●
●

●

●
●

●●●●
●
●

●

●

●●

●
●

●
●

●
●●

●
●
●
●

●●
●

●
●
●

●

●

●
●
●●●

●●

●

●●
●●

●

●
●
●

●
●●

●●

●

●

●

●●

●

●

●
●

●
●
●●
●●
●●●●
●
●
●●●
●
●
●

●●

●

●

●

●
●
●
●
●
●
●●
●●
●
●
●●
●●
●
●
●●
●
●●●
●●
●
●●●
●

●

●

●

●
●●
●●
●●
●
●
●
●
●
●
●
●

●
●

●
●

●●
●

●
●●
●

●
●

●

●

●

●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●

●

●●●
●
●●

●
●
●

●

●
●
●●
●
●
●
●

●
●
●
●
●
●
●
●●●

●

●●
●

●
●
●
●●
●
●

●●
●●●●●●
●
●
●
●
●
●●

●
●
●

●
●
●
●
●
●
●●
●
●●●
●●●

●

●
●
●

●

●
●
●

●
●
●●●●●

●

●

●
●

●
●
●
●

●

●
●
●

●

●
●
●●
●
●
●

●
●
●
●●●

●

●●

●

●

●
●

●●

●●

●
●
●●●
●
●●●
●
●
●
●
●

●

●
●
●

●

●
●
●
●
●
●
●

●

●
●
●

●
●

●
●●
●
●
●●

●
●●
●●

●

●
●
●
●
●
●●
●
●●
●
●●
●
●

●
●
●
●

●

●
●
●●
●●

●
●

●●

●

●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●

●

●
●●
●●
●
●
●
●
●
●●●
●●

●

●
●

●

●●
●

●
●
●

●
●
●
●
●
●
●●●
●

●

●

●

●
●
●
●

●
●●
●●●
●
●●
●

●

●●
●
●
●
●
●●
●
●●
●
●
●
●●●●●
●
●

●

●
●●
●
●
●
●

●
●

●
●

●
●

●

●
●
●
●●
●●

●

●

●

●
●
●
●
●
●

●
●
●
●●
●

●

●●
●
●
●●
●●

●

●

●
●
●

●
●
●●
●
●

●
●
●●
●
●●●
●●
●●●

●

●●
●
●
●●
●

●

●
●
●●
●
●

●●●
●
●
●
●
●
●●
●
●
●
●
●
●
●●●
●
●
●
●
●
●●

●
●
●

●●
●
●
●
●
●
●
●

●
●●
●
●
●

●

●

●
●
●

●

●

●●
●●●

●

●
●
●
●
●
●
●●●●

●
●
●
●
●

●
●

●

●●
●

●
●
●●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●

●
●●
●
●
●
●●
●●
●
●●
●

●
●
●
●
●
●
●
●
●

●

●
●
●
●

●

●●
●
●
●

●

●
●●
●

●●●●
●●
●
●
●
●●
●
●
●

●

●●●●

●

●
●
●
●

●●
●●
●
●
●
●●
●

●

●●
●
●
●●
●
●

●

●
●
●●●
●
●●
●
●●
●
●
●
●
●

●
●
●
●
●●
●●
●

●

●
●●●●

●

●
●
●
●
●●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●●
●●
●

●●

●
●

●●●●●
●

●●

●

●●●
●
●●

●
●
●●
●

●
●

●

●
●

●

●●
●
●
●●
●
●
●
●
●●
●

●

●
●●

●

●
●
●●●
●●

●

●
●●
●●●
●
●
●
●
●

●
●
●

●
●
●
●●●
●
●
●
●●
●
●
●
●
●
●

●

●

●

●
●
●
●
●

●
●
●

●

●
●●
●●
●

●

●
●
●

●

●
●
●
●●●
●●
●
●
●
●●●●●
●
●

●
●

●
●

●

●

●
●●
●
●●
●

●

●

●
●

●●
●
●●
●
●●●
●
●
●●

●

●
●
●

●

●

●●
●●
●●●
●●●●

●
●
●

●
●
●

●●
●●
●
●●●
●
●●
●
●●
●
●
●
●●●

●
●

●●
●
●●

●
●
●

●
●

●
●
●●
●
●
●

●
●●
●

●
●●
●
●
●●
●

●

●●

●

●●

●

●
●
●●
●
●
●
●
●

●
●
●

●

●
●●
●
●
●
●
●
●

●

●

●
●●
●

●

●
●

●
●

●
●
●

●
●●
●

●
●
●●●●
●
●
●●
●
●
●
●●
●
●
●
●●●
●
●
●
●
●●
●
●
●●
●●●
●
●●●
●
●
●●
●●●●

●●
●

●

●

●
●

●

●

●

●●

●

●

●
●
●●

●

●

●●●●
●●

●
●
●
●●
●

●
●

●
●

●

●●

●

●
●
●

●

●
●
●●
●
●●●●
●●
●
●●

●●

●●●

●

●

●
●
●
●

●
●●

●
●
●
●●
●
●
●●●●
●●
●

●●

●

●
●
●

●

●
●

●●

●●●●
●●●●
●●
●
●
●●
●

●

●

●
●
●
●●●
●
●

●
●●
●

●
●●●●
●
●

●
●
●●●

●
●
●

●

●●
●
●
●●

●
●●
●●●
●
●
●

●
●●

●
●●
●●●●
●
●●
●

●

●●
●

●

●

●

●●●
●
●
●
●
●

●
●
●
●
●
●
●
●●●●
●
●
●●
●
●
●

●

●

●

●

●
●●●

●

●

●

●

●
●

●
●●●●●
●

●
●●●
●
●

●

●
●●
●●●

●●●
●
●
●●●
●

●

●●
●

●
●

●

●
●

●

●
●
●
●
●
●●
●
●

●
●
●
●
●

●

●●●

●
●●
●
●
●
●●

●
●●
●●
●
●
●
●●●
●●
●

●
●
●
●

●

●

●

●
●

●●
●●
●●
●
●●●

●●

●
●
●●

●

●
●
●
●●
●
●

●

●

●

●

●●●
●●●●
●
●
●
●
●
●
●

●
●●
●
●●●
●●●

●

●
●
●●
●
●

●
●
●●
●

●
●
●
●
●●

●

●
●●
●●
●
●●●
●●
●
●

●

●●●
●
●

●
●
●
●
●●

●●
●●
●
●
●●
●

●

●
●●●
●

●●
●

●

●
●
●
●

●
●
●

●
●
●
●
●
●●●●●●
●

●

●
●
●
●
●
●

●
●

●
●
●

●●
●
●●
●

●
●●
●●
●
●
●
●

●

●

●
●
●
●
●

●

●

●
●
●

●

●●●●

●
●
●

●

●

●●●

●

●

●

●

●

●

●

●
●
●●
●●●●
●●
●●
●

●
●
●

●
●
●
●●●
●

●

●
●●●
●
●
●

●
●
●●

●
●●
●

●●

●

●

●
●

●

●
●

●●

●

●
●●
●

●

●

●

●
●●●
●
●●●
●

●
●●
●
●
●●●●

●

●

●
●

●

●

●
●

●

●
●

●

●

●
●

●

●

●
●
●
●●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●
●

●●●

●
●

●

●
●

●

●●

●
●●●

●●
●

●
●●

●

●

●

●

●
●●

●

●
●

●
●
●

●

●
●
●●

●

●

●

●

●

●
●
●
●●
●

●
●
●●
●

●●

●

●
●
●
●
●

●

●
●

●●

●
●

●

●

●

●

●●

●
●
●

●●
●

●

●
●
●●●
●●
●
●
●

●
●

●

●

●

●●
●

●

●

●

●
●
●

●

●
●●

●

●

●

●
●

●

●
●
●

●
●
●

●
●
●

●●

●
●
●
●
●
●

●●

●
●

●●

●

●

●

●

●
●
●
●

●
●

●

●

●
●

●

●

●
●

●

●

●
●

●
●

●●
●
●
●

●

●

●

●●
●●

●

●

●
●
●

●

●

●
●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●
●
●●●

●

●
●

●

●

●

●
●
●
●
●
●

●

●

●
●
●
●
●

●●
●
●

●
●

●

●

●

●

●
●

●

●●
●

●

●
●

●

●
●

●
●
●

●

●
●

●
●●

●
●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●●

●

●
●
●

●
●●

●

●

●
●
●
●
●
●

●
●

●

●

●
●

●

●

●

●
●
●
●

●
●

●
●

●

●

●●

●

●

●

●
●
●
●●
●

●●
●●

●●

●
●

●
●
●
●
●

●

●

●

●

●●

●

●

●

●
●
●
●

●

●

●
●

●

●

●●
●

●●

●●●

●

●

●●●

●

●

●

●

●

●
●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●
●
●

●

●

●
●
●

●
●

●

●

●
●
●
●
●●

●

●
●

●
●●

●
●
●

●
●
●

●
●

●

●
●
●●
●
●

●
●
●
●
●●
●

●

●
●

●

●

●
●

●

●●
●
●●

●

●●

●

●
●
●

●

●
●●

●

●

●
●
●

●

●

●●

●
●
●

●
●
●
●●
●

●

●
●

●
●

●●

●

●

●

●
●
●
●
●

●
●
●
●

●

●

●●
●

●

●
●

●●

●

●
●

●●

●

●

●
●●
●
●
●

●

●

●
●
●

●

●

●

●

●

●

●
●

●

●●

●

●
●
●

●

●

●

●

●

●●

●

●
●
●

●

●
●
●
●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●●

●

●
●

●

●

●●

●

●
●

●●

●

●

●
●
●
●

●

●
●●●
●

●
●
●
●
●

●
●
●
●●

●

●

●

●
●
●

●●

●

●
●●

●
●
●●
●
●

●
●●
●
●
●
●

●

●

●

●

●

●
●●
●

●
●
●

●●
●

●
●

●●

●

●

●

●
●
●
●●

●●

●
●

●

●

●

●

●
●

●●

●

●●

●
●

●
●
●
●

●

●
●

●

●

●

●

●
●

●
●

●
●
●
●

●

●

●

●

●

●
●

●

●
●●●
●

●●

●●
●
●
●
●
●
●●

●

●
●

●
●

●
●

●
●

●

●
●●●
●●

●

●●

●

●
●

●
●
●●

●●
●
●
●
●
●

●

●

●
●

●

●
●

●

●

●

●

●
●
●

●
●●
●

●●
●

●

●

●●
●
●●●●●
●
●
●
●●
●

●

●

●

●

●
●

●

●

●●
●
●

●

●
●
●

●
●

●

●

●

●
●

●
●

●●

●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●
●

●●

●

●
●
●
●

●

●
●

●

●
●
●

●

●
●

●
●
●

●●●

●

●

●
●

●●
●

●

●
●

●

●

●
●
●
●
●●
●
●

●

●

●

●

●
●

●
●

●

●

●

●

●
●

●

●

●
●

●

●
●
●

●

●
●

●

●

●●
●
●●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●●
●
●

●

●
●

●

●

●

●
●
●

●●
●
●
●

●

●

●

●

●●

●
●
●
●

●
●
●

●

●

●

●
●

●

●

●

●

●●●

●

●
●

●

●
●

●
●

●
●

●

●

●

●

●

●●●
●

●

●
●

●

●
●

●

●

●

●
●

●
●
●

●

●

●

●

●

●

●

●
●
●
●
●

●

●

●

●
●●
●

●

●
●●

●

●

●

●

●

●●●

●

●

●

●●
●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●
●
●
●
●
●●●

●

●
●
●

●

●

●
●

●

●
●

●

●

●

●
●●

●

●

●
●
●
●

●

●

●

●

●
●
●

●
●

●

●
●
●

●

●
●

●
●

●
●
●

●

●
●

●
●
●
●●

●

●●
●
●

●

●

●

●

●
●

●

●
●

●

●

●
●

●●●

●

●

●

●

●

●
●
●

●
●
●
●●
●
●

●

●
●
●

●

●

●

●

●

●
●●

●

●

●

●

●
●
●

●

●●●●●●●●●●●●●●●●●●●●●●●●●

●●

●

●●

●

●

●

●
●
●

●

●

●●●

●

●

●
●
●

●

●
●●●
●
●

●●

●
●

●
●
●
●
●

●

●●
●
●●
●

●
●
●

●

●●

●

●
●

●
●

●
●

●
●
●

●
●

●

●

●

●●

●
●
●
●

●
●
●●
●●

●
●●

●
●●
●
●●

●●●
●
●

●

●
●
●
●●

●
●

●

●

●
●
●●●

●

●
●
●

●

●

●

●
●
●

●
●
●

●
●●
●
●

●
●

●

●

●●

●
●

●
●●
●

●

●

●
●

●

●
●
●
●

●
●
●
●
●
●

●●●
●
●

●

●
●●

●
●

●●

●

●
●●
●

●

●
●
●

●

●

●

●●
●
●
●
●

●

●

●
●

●

●

●

●

●
●

●

●
●
●

●

●●
●
●

●

●●

●

●

●●

●

●
●●

●
●

●

●

●

●

●

●●
●
●●

●

●
●
●●

●

●

●●

●

●●●●●●●

●

●

●

●●●
●●●

●

●
●

●

●
●

●
●

●

●
●●●

●

●

●●

●

●
●●●●●

●

●●●
●
●
●

●

●●

●

●●
●
●
●

●

●

●

●●●
●●

●

●●

●

●

●

●●
●
●
●●
●

●

●
●
●
●●

●

●

●
●●
●
●

●

●●
●

●●

●●
●
●●

●

●

●

●●

●

●

●

●
●
●

●

●
●
●●
●●
●●

●

●
●

●

●●

●

●●

●
●

●

●

●

●

●
●
●●●●●

●

●●●

●

●

●

●
●●●●●
●
●
●

●

●
●
●●
●

●

●

●

●●
●●

●

●
●
●●
●●●●●

●

●

●

●

●

●

●

●●

●

●
●

●

●
●

●

●●

●●

●

●

●●●

●
●
●
●

●

●

●

●●●●
●●
●
●

●

●

●

●

●

●●●●

●
●

●

●

●●●●●●

●

●

●
●
●

●

●
●●●●●
●
●●
●
●
●

●

●
●
●●
●●
●
●
●

●
●●
●●
●
●
●

●

●

●
●●
●
●
●
●

●
●●
●

●
●
●

●
●
●

●

●

●

●

●
●●
●●
●●●
●
●●●●
●
●
●
●●
●
●

●

●

●●
●
●

●
●
●●

●

●
●
●
●
●

●

●

●
●●
●●

●

●●
●
●
●●
●
●●
●
●
●

●

●●●
●

●

●●
●

●

●●
●
●
●●

●●
●

●
●

●●
●

●
●
●

●●
●

●
●
●●

●
●
●
●●●
●

●
●

●
●
●●
●

●
●●●
●
●
●
●●
●
●
●
●
●
●●
●

●
●
●●
●

●
●●
●
●●
●
●●
●●
●

●
●
●

●
●

●
●

●

●

●
●
●
●

●

●●
●
●

●●●
●
●
●●

●

●
●
●
●
●
●●
●
●●
●
●●

●●
●
●●
●
●
●
●●
●
●
●

●
●

●●
●
●
●
●●
●
●●
●

●

●

●

●

●●
●●
●
●
●
●
●

●●
●
●●●
●

●
●
●
●

●
●●
●

●

●

●
●

●

●
●
●

●
●
●

●
●
●

●

●

●

●●●
●

●

●

●

●

●

●
●

●

●

●

●●

●

●
●
●

●

●●
●

●
●

●

●
●

●●
●●
●●
●●
●
●

●

●
●

●●

●

●
●●
●
●

●

●
●
●

●●

●

●
●
●
●
●

●●

●

●

●●●
●●

●

●

●●

●

●●●
●●

●
●

●

●

●

●

●

●●
●●●
●●

●
●

●

●

●

●●

●

●●●

●

●
●

●●●
●
●●
●
●

●

●

●

●

●●

●

●
●

●
●
●

●●
●●
●

●

●
●

●
●
●

●

●

●

●
●

●

●
●
●
●

●

●

●
●
●
●
●
●

●

●●
●●

●

●
●●
●
●●
●
●
●
●

●

●

●

●

●
●
●
●
●

●

●

●

●●
●
●

●
●●

●
●

●

●

●

●

●
●
●

●

●
●
●
●

●

●
●
●
●

●

●
●

●

●

●
●●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●
●

●

●

●
●

●

●
●

●

●

●●
●
●
●

●●●

●
●●
●

●

●●
●●
●

●

●
●

●

●●

●

●
●

●
●

●●●●

●

●

●●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●●

●
●

●

●

●

●●
●●
●

●

●
●

●
●
●
●●

●
●
●●
●

●●

●
●●

●
●

●●
●
●

●

●
●

●
●

●

●
●
●●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●●●
●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●
●

●
●
●
●

●
●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●●

●

●

●
●

●

●

●

●
●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●
●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●●●
●

●

●

●

●
●

●●
●

●

●

●

●
●

●

●

●

●
●●●

●●
●

●

●
●

●

●

●

●

●

●

●

●
●

●
●
●●
●

●

●
●

●
●

●
●

●
●●

●

●

●

●

●
●

●●●
●●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●●

●●●

●●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●●●
●

●

●

●
●

●
●

●

●

●

●
●

●
●

●

●

●

●
●

●●

●

●●
●
●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●
●●
●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●
●

●

●●

●

●

●

●

●

●●
●●
●

●

●

●

●

●●
●
●

●●

●

●

●
●

●

●

●●
●

●

●

●
●●

●●

●

●●

●

●

●
●

●

●
●

●

●
●
●

●

●

●

●

●

●

●
●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●●
●

●
●

●

●
●
●●
●●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●●
●

●
●
●

●

●

●

●

●

●

●
●

●

●
●
●
●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●
●●●
●●

●●

●

●
●

●

●

●
●

●

●

●
●

●

●

●
●

●

●●
●
●

●

●
●
●
●
●
●

●

●●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●

●

●

●
●
●
●

●

●
●

●

●

●

●

●
●
●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●●
●
●

●

●
●
●
●

●
●

●

●

●

●

●
●

●

●

●

●

●

●
●
●
●

●●

●
●

●●

●●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●
●
●

●●
●

●
●

●

●
●

●

●●

●

●
●●

●
●

●

●
●●

●
●

●
●

●

●

●

●

●

●
●●
●

●

●

●

●●

●

●

●

●

●

●
●
●

●

●

●

●

●
●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●
●
●

●

●●

●

●

●

●
●

●

●
●

●●

●

●

●

●●

●

●

●
●

●

●

●

●
●
●

●
●

●

●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●●

●

●●
●

●

●

●
●●
●

●

●

●

●

●
●

●

●

●
●●
●
●
●
●●
●
●●●

●

●●●

●

●●●
●
●●●

●

●

●

●●

●
●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●
●●

●

●

●

●

●

●

●●
●

●

●●●●●
●

●●●●●

●

●●●●
●

●

●

●
●●

●

●

●

●
●
●●●●
●
●

●
●

●●
●

●

●

●

●

●
●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●
●●
●
●

●
●

●
●
●●

●
●

●

●
●

●
●●

●●
●

●
●

●
●

●
●
●

●●
●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●
●●
●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●
●
●
●

●

●

●

●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●

●●

●
●●●●

●
●
●
●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●
●●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●●
●

●●

●
●

●

●

●
●
●
●

●

●
●

●
●
●
●●

●

●

●

●

●

●

●

●

●
●

●

●
●●
●

●

●

●

●

●

●

●
●

●
●
●

●

●
●

●

●
●
●

●

●

●

●

●
●
●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●
●

●

●

●
●

●

●

●

●

●●

●●

●●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●
●
●

●
●

●

●

●

●

●
●

●

●

●
●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●
●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●●

●

●

●●

●

●●●
●

●

●●

●

●
●

●

●

●

●
●

●

●
●

●
●●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●
●

●
●

●

●●
●

●

●●

●

●
●

●

●

●
●

●

●●

●

●

●
●

●●
●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●●

●

●

●

●

●
●

●

●

●
●
●

●

●

●
●
●

●

●

●

●

●
●

●
●
●

●
●

●

●
●

●

●

●
●
●

●

●
●
●

●
●●

●

●

●

●

●
●

●
●

●

●

●●

●
●
●

●
●
●
●
●
●●

●●

●

●
●

●
●

●

●

●

●

●

●

●
●

●

●●
●

●

●
●

●
●

●
●

●●

●

●●
●

●

●

●

●

●

●

●

●
●
●

●
●

●

●

●

●

●

●

●●
●
●
●●

●

●
●
●

●

●

●

●●●
●

●

●
●
●

●

●

●
●

●

●

●●

●

●

●●

●
●

●

●

●

●
●

●

●

●

●

●

●●
●
●●

●

●

●

●

●

●

●

●

●

●●
●
●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●
●

●

●
●
●
●

●

●

●
●
●

●
●

●

●

●
●
●●

●

●
●●●

●

●
●

●
●●
●●

●●
●

●

●
●

●

●

●

●

●
●
●
●
●

●

●

●

●
●

●
●

●

●

●
●

●
●

●

●

●

●
●

●
●

●●

●

●

●

●

●
●
●
●
●

●

●
●●
●
●

●

●

●
●

●

●
●

●

●
●

●
●
●

●
●

●

●
●

●
●

●

●
●

●

●
●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●
●
●
●

●
●
●

●●

●

●

●

●

●

●●

●
●

●
●

●

●
●

●
●

●
●

●
●
●

●

●

●
●
●

●●
●
●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●
●
●

●

●

●

●
●
●
●

●

●

●

●

●

●

●●

●

●

●

●●

●

●●

●

●

●

●

●
●
●

●

●

●

●●

●

●●

●

●

●

●
●

●

●

●●
●
●
●
●

●

●●

●

●

●

●●

●

●●

●

●

●
●●

●

●

●
●

●

●

●
●●

●

●

●
●●
●

●

●

●
●

●

●

●

●

●

●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●
●
●●
●●

●

●
●
●●
●
●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●●
●

●●

●

●
●

●

●

●
●

●

●

●●

●
●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●
●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●●
●●
●●
●

●●

●

●

●

●

●

●
●

●

●●●
●
●●●

●

●

●

●
●
●

●

●
●

●

●

●
●

●

●
●

●

●

●
●
●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●
●

●

●
●

●

●

●

●
●

●
●

●●●
●

●
●

●
●
●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●●
●●

●

●

●

●

●

●

●

●
●

●
●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●
●

●

●

●
●

●

●

●

●
●
●
●

●
●

●

●

●

●

●

●

●

●
●

●
●

●●

●
●

●

●

●

●

●

●

●

●
●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●●

●●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●●●
●●
●

●
●●
●

●●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●●●

●

●
●

●●

●
●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●
●

●
●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●
●

●●

●

●

●

●

●
●

●

●
●
●
●

●

●

●

●
●

●

●

●
●
●
●

●

●
●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●
●
●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●●●
●●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●●
●

●
●

●

●

●

●
●
●

●

●

●

●

●●●
●
●●●

●
●
●
●
●
●
●
●●●
●
●
●●
●
●
●
●
●●●
●
●●
●

●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●

●
●
●●

●

●
●
●●
●
●
●
●
●
●
●
●●
●●●
●●
●
●

●●

●
●●

●
●●●
●
●
●
●●

●
●
●●
●
●●
●
●
●

●●

●●

●
●
●
●
●

●
●

●
●●
●●
●
●●●

●

●●●
●●●
●
●
●
●
●
●
●
●
●
●●
●●●
●
●
●
●●
●●

●

●

●
●
●

●

●●
●
●
●●
●
●●
●
●
●
●●
●
●
●
●●
●●
●
●
●
●
●
●

●

●
●●●●
●
●
●
●●
●
●
●
●
●
●

●

●●●
●
●

●
●●
●●
●●●
●
●●
●
●

●●
●
●

●
●●
●
●
●
●●●
●●
●●
●
●●
●●
●●
●
●
●
●
●●●
●

●
●
●
●●
●
●
●
●
●
●●

●
●
●
●
●
●
●
●●
●
●
●●●
●

●

●
●
●
●
●●●
●
●

●

●

●
●●●
●
●
●
●
●
●

●
●
●
●
●
●
●●
●
●
●
●
●●
●●●●
●
●
●
●
●●
●
●
●
●●
●
●
●●●
●●
●
●
●
●
●
●

●

●●●●
●
●
●
●
●
●
●
●

●●
●
●●
●
●
●
●
●
●●
●●

●
●●●
●
●●
●
●
●
●
●●

●

●
●
●
●●
●
●●

●
●●
●
●
●●●●
●
●

●

●●
●

●●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●●
●
●

●●
●
●
●

●
●
●
●●●
●
●
●
●
●
●●
●
●

●

●●
●
●●
●
●●

●●
●
●●●●●
●
●●●
●●
●
●
●
●
●
●●●●
●
●

●●●●●●
●
●●●●●
●
●●●●●●●●●●
●
●●●●●

●
●●
●
●
●●●
●
●

●

●
●●●
●

●
●
●

●

●●●
●
●
●
●
●●
●●
●
●

●
●●●●●
●
●
●
●
●
●●
●●
●
●
●
●●
●
●
●
●
●
●
●
●●●
●
●
●
●●
●
●
●
●
●●
●●
●
●●
●
●
●
●
●●
●
●●●●
●
●●●
●
●
●
●
●●
●
●●
●
●
●
●●●
●●
●●
●
●
●
●
●
●
●
●●●●●●●●●●●●●●●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

0

20

40

60

Boxplot − SSR_FC −  CB synthetics 

S
S

R
_
F

C
 (

%
)

Reduction StrategyCoverage Criterion

●

●●

●
●

●

●
●

●

●
●
●

●
●

●

●

●
●●
●
●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●

●

●
●
●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●●
●
●

●
●

●

●

●

●

●
●
●

●

●●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
●
●

●●●●

●

●

●
●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●
●●

●
●●
●

●

●

●

●

●
●

●

●

●
●

●●
●
●

●

●

●

●

●
●
●

●

●

●

●
●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●
●

●

●

●
●●

●

●
●
●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●
●

●

●

●

●
●

●

●
●

●

●

●

●

●

●●
●●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●
●
●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●
●

●

●
●

●
●
●
●

●
●
●

●
●●

●

●
●
●
●

●
●
●

●

●

●
●●
●●
●
●

●

●

●
●
●

●
●

●

●●

●

●

●
●

●●

●
●
●

●●
●
●●
●

●

●
●

●
●

●

●

●●

●

●●●●●
●
●

●

●
●
●

●
●

●
●

●
●●●●
●

●

●
●
●●●
●
●
●

●

●

●

●

●●

●

●

●
●

●
●●

●

●●●
●
●●

●

●●●
●

●
●

●●
●●

●

●●●●●

●

●

●

●
●
●●●●
●
●
●
●
●
●

●●

●

●

●
●
●
●

●
●
●●●

●

●●●

●
●

●

●●

●

●●

●
●
●

●

●●●
●

●
●●
●
●●

●

●

●

●

●

●●
●
●
●
●●

●
●

●●●●●●●●
●
●●

●

●

●

●
●
●●●●●
●
●

●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

0

20

40

60

80

Boxplot − SSR_FC −  PDFSam real 

S
S

R
_
F

C
 (

%
)

Reduction StrategyCoverage Criterion

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●
●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●
●

●

●
●

●

●

●

●
●

●

●
●
●

●

●
●

●

●

●
●

●
●

●

●

●●

●
●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●
●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●
●●

●

●

●

●

●
●●

●●

●

●

●

●

●
●

●
●

●●

●

●●

●

●

●
●

●

●

●

●
●
●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●
●

●
●

●
●

●

●
●
●

●

●

●
●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●●

●

●

●

●

●
●

●
●

●

●

●

●●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●
●

●

●●

●

●
●

●

●
●

●
●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●
●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●
●
●

●
●

●

●

●

●

●
●
●
●

●
●

●

●
●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●
●
●●

●

●●●

●

●

●●

●
●

●

●

●

●

●

●●
●
●

●
●
●
●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●
●
●

●

●

●

●●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●●
●
●
●

●

●

●
●

●
●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●
●
●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●
●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●
●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●
●

●

●

●
●
●

●
●●
●

●●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●
●

●
●

●●

●
●

●

●

●

●

●●
●
●

●
●

●

●

●●
●

●

●●
●●
●●

●

●

●
●

●

●

●

●●●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●●

●

●

●
●

●

●●

●

●

●

●
●

●
●●

●

●
●

●
●

●
●

●

●
●

●●

●

●

●
●
●
●

●

●

●

●

●●

●

●
●

●

●

●

●●●●

●

●

●

●

●
●

●

●●

●

●

●

●●

●
●

●

●

●
●
●

●

●

●

●

●

●●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●
●

●
●

●

●
●

●

●

●

●

●
●

●

●
●

●●●

●

●

●

●

●
●

●

●●

●
●

●
●

●

●
●

●

●

●
●

●

●

●
●

●

●

●●

●

●
●

●

●
●

●

●

●
●●

●

●

●

●●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●●

●
●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●
●
●●

●
●

●

●

●

●

●●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●
●

●

●●●●
●

●

●

●●
●

●

●
●

●●
●

●

●
●
●
●
●

●

●
●

●
●
●●
●
●●
●
●
●

●

●

●

●
●

●

●

●●

●

●

●
●

●

●●

●

●
●●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●●

●

●●

●●●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●

●
●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●●

●
●

●
●

●

●

●
●

●●

●

●

●

●
●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●●
●

●
●

●

●
●

●

●
●

●
●

●

●
●

●

●
●
●●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●
●
●
●

●●
●

●
●

●

●

●
●●

●●
●
●

●

●

●

●

●

●
●●
●

●●●

●

●●

●
●
●

●
●
●
●

●
●

●

●

●

●

●
●●
●

●

●●

●
●

●●
●●

●

●

●
●

●●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●
●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●
●
●

●

●

●
●

●

●

●●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●
●

●●
●

●

●
●
●
●

●

●
●●●

●

●

●

●

●

●
●

●

●

●●

●●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●
●

●
●

●

●

●

●

●

●

●

●
●

●
●
●

●

●

●

●
●

●

●●●

●

●
●
●

●
●

●

●●

●

●

●

●
●
●
●

●
●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●●
●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●
●
●

●

●

●

●

●

●
●
●

●

●

●

●
●
●
●

●

●

●

●
●●●

●
●

●
●
●

●
●
●

●

●
●

●

●
●
●●

●

●
●

●●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●●
●●
●
●

●
●
●

●

●●

●

●

●
●
●
●

●

●

●

●
●

●

●
●

●
●
●

●
●

●

●
●

●

●
●
●
●
●
●

●
●

●

●
●
●
●●
●
●●

●

●

●

●
●

●
●

●
●
●

●

●
●

●

●

●

●
●

●

●

●

●●

●

●●●

●

●●●●●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●●●●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●●

●

●
●

●

●

●

●●

●
●
●
●

●

●●

●

●

●

●

●
●
●

●

●
●
●
●

●

●

●

●
●
●
●

●
●

●

●●
●

●

●

●

●●●

●

●

●●
●
●

●
●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●
●

●
●
●●
●

●
●

●

●

●

●●

●●
●
●
●

●

●
●

●
●

●

●

●

●

●

●
●

●

●

●

●

●
●
●

●
●

●

●

●

●

●

●
●

●

●

●
●

●
●

●

●

●
●

●
●
●

●

●●
●
●
●

●

●

●
●●●

●

●

●

●
●

●

●
●
●●
●
●●

●●

●

●

●

●
●
●●

●

●
●●
●
●

●

●

●

●

●

●
●

●

●

●
●
●
●

●

●
●
●
●
●

●

●

●

●

●●

●

●

●

●●

●

●●●

●

●

●

●

●●●●

●

●

●

●
●●

●

●

●
●●

●

●●●

●

●

●

●
●●

●

●●

●

●

●

●
●

●●●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●
●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●●●

●

●●

●

●

●●●

●

●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●
●

●●
●

●

●●

●●

●●●

●

●●

●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●
●●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●

●

●

●
●●

●

●

●

●

●

●

●

●●
●
●●

●

●

●

●

●●

●

●

●●

●

●
●

●

●
●

●

●●

●

●

●

●

●

●
●●

●
●

●

●
●

●

●

●
●
●
●●

●

●

●

●

●●

●

●
●
●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●
●

●

●
●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●●●
●●●●

●●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●●

●

●
●

●

●

●

●

●

●●

●

●

●●

●

●
●

●

●
●●
●

●

●

●

●●●

●

●

●

●
●

●

●
●
●

●
●

●●●

●

●

●

●
●
●
●

●

●●

●

●●

●

●

●

●
●
●
●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●
●

●●
●
●
●●

●

●●
●
●●
●●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●●●

●●
●
●

●●

●
●

●
●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●●

●

●

●

●

●

●

●●
●●

●

●

●
●

●

●
●
●

●

●

●

●

●

●
●

●

●

●

●

●
●●

●
●

●

●

●

●
●
●

●

●

●●
●
●
●

●

●

●

●

●

●
●
●
●

●

●

●

●

●
●●
●
●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●●
●

●

●
●
●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●●
●
●

●
●●

●

●

●

●

●

●

●
●●
●

●

●
●
●

●
●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●●

●

●

●

●

●

●
●
●●
●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●
●●

●

●●
●

●

●
●
●
●

●

●

●

●

●

●●

●
●

●

●

●
●
●

●

●

●

●

●

●

●
●
●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●
●

●

●●

●

●

●
●

●

●●

●

●

●

●
●
●

●

●

●

●

●

●
●

●

●

●
●

●
●
●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●●●
●
●●●

●

●

●

●
●

●●

●
●●
●

●

●●●
●
●●

●●
●●●●●●

●

●

●●

●

●●●●

●

●

●

●
●●●●●●

●

●

●

●

●
●●
●

●

●

●

●

●

●
●
●
●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●
●
●
●●●●
●●●
●●

●

●
●
●●

●

●
●
●●

●●

●●●

●
●

●

●●

●

●

●
●
●

●

●
●

●

●

●

●

●●

●

●
●●

●

●●
●●●

●

●
●

●
●
●
●

●●

●●

●●
●●●

●

●

●
●

●

●

●

●

●

●
●●

●

●

●
●

●

●

●
●

●●●

●

●
●●
●

●

●

●

●
●
●

●

●
●●

●

●

●●●

●

●

●

●

●

●
●

●
●●
●

●
●●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●
●
●
●
●

●

●

●

●
●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●
●
●
●

●

●

●

●

●

●

●

●●●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●
●

●

●

●
●

●

●
●
●

●
●
●
●

●

●
●

●

●●
●●
●
●●
●

●

●

●

●
●
●
●●
●
●
●

●

●●●
●●●

●

●

●

●

●●
●
●

●

●
●

●

●

●

●
●
●

●

●

●
●
●
●
●
●

●
●
●

●
●

●

●

●
●
●
●

●
●
●
●
●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●●

●

●
●
●
●

●

●

●
●

●

●
●
●
●
●●
●
●

●
●
●
●

●

●

●
●

●

●
●●

●

●
●●
●

●

●

●

●
●●
●●
●
●
●
●
●
●

●

●●
●

●●

●

●
●

●
●

●

●●

●
●

●

●●

●

●

●

●
●●●
●
●
●
●●
●

●

●

●
●
●
●●
●

●●
●

●

●

●

●

●

●

●
●
●

●

●

●●
●

●

●

●●●

●
●
●

●
●
●●

●
●
●

●

●●
●
●●
●
●

●

●

●
●

●

●
●
●
●
●
●●

●

●

●●
●●
●●
●●●
●

●

●
●

●
●
●
●

●
●●
●

●
●●

●

●
●

●

●

●

●
●
●
●●
●
●●
●

●

●

●

●
●

●
●
●

●

●●
●
●●●●

●

●

●
●

●

●

●●
●

●
●
●
●
●
●

●

●

●

●

●
●●
●

●

●
●
●
●
●

●

●

●

●
●●
●●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●
●

●

●●

●

●

●
●
●

●
●●
●●
●
●
●
●
●
●
●●

●

●

●●

●
●

●

●

●

●

●●

●

●

●
●
●●
●
●

●

●

●

●

●

●

●

●
●
●
●

●

●●

●

●
●

●

●

●
●
●

●●
●
●●
●
●

●

●

●
●

●
●

●
●
●

●

●

●
●●
●
●

●●

●●●

●

●
●

●

●

●●
●

●

●
●
●●●

●●
●
●
●

●

●

●

●
●

●

●

●

●

●
●

●
●
●

●
●
●

●
●
●

●●
●●

●
●

●

●
●
●

●

●●●

●

●

●
●
●

●

●

●●
●
●

●●
●
●

●

●

●●

●

●
●

●
●

●
●

●

●

●

●

●
●

●●
●

●

●
●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●
●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●
●
●

●

●

●

●

●
●

●
●
●
●

●
●
●

●
●

●
●●
●
●
●●

●

●

●

●
●

●

●

●

●●
●

●
●

●

●

●
●

●

●
●

●

●

●

●

●

●
●
●
●

●●

●
●

●

●●

●

●

●

●

●
●

●

●

●
●

●

●

●●

●
●

●
●

●

●

●

●

●

●
●

●●

●

●
●
●
●
●

●●

●

●

●
●
●●
●

●

●
●
●
●

●

●
●

●
●
●
●
●
●
●

●
●
●
●
●

●

●
●
●

●
●●

●

●

●

●
●●

●

●●

●
●
●

●

●●

●

●

●
●
●

●

●
●

●

●

●
●

●

●●
●

●
●

●
●

●

●

●

●
●

●

●
●

●

●
●
●

●

●

●

●

●

●

●

●●

●●

●●●

●

●
●

●
●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●
●

●

●

●

●

●●●

●

●
●
●

●

●
●
●●

●

●
●●●
●●
●

●

●
●●
●

●
●●
●
●
●

●

●

●

●

●

●
●

●

●
●
●

●

●
●
●
●
●
●
●
●
●
●
●
●
●●
●

●
●
●
●●

●
●
●
●
●

●●
●
●
●

●

●

●

●

●
●●

●

●

●

●
●

●

●
●

●

●

●
●

●●

●

●

●

●
●

●
●●
●

●

●
●
●
●
●

●

●●
●●
●
●
●
●●
●

●

●

●

●

●
●

●

●●
●
●
●
●●
●
●

●

●●
●
●
●●

●
●

●
●

●
●●●

●

●
●●

●

●
●●●
●

●

●

●

●

●

●●
●●●●

●

●
●

●

●
●
●
●
●●
●

●

●
●
●●
●●
●

●●
●●
●●●
●
●
●
●●
●
●
●
●
●

●

●
●●●
●

●

●

●
●
●
●
●
●
●

●

●
●●
●●
●
●

●
●

●●●
●
●

●

●●
●
●●

●●

●

●

●●●

●

●
●

●

●
●
●
●

●
●

●●
●
●
●●
●

●

●

●

●

●
●
●
●●
●●
●
●
●

●

●

●
●

●●●
●

●
●
●●

●

●
●
●
●

●●

●
●●●●
●
●
●●
●

●

●

●
●
●
●

●
●
●

●
●●●
●
●
●

●

●

●

●

●

●●

●

●

●
●●
●
●
●
●
●
●●
●
●

●

●●

●

●●
●

●

●

●
●
●
●●

●
●

●
●

●

●

●
●
●

●
●
●●
●●

●

●
●
●
●
●
●
●●●

●

●
●
●
●●

●
●

●

●

●

●

●

●●●
●
●

●

●
●

●

●
●
●
●●
●
●●
●

●
●
●
●

●

●
●●●
●●
●●

●

●

●

●●●
●
●
●●
●

●
●●
●
●●
●
●
●●
●
●●
●
●●●
●
●

●

●

●
●
●
●

●●
●
●

●

●
●
●
●
●●●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●

●●●
●

●

●

●

●●

●

●

●
●
●
●

●

●

●●

●

●
●●●

●

●

●●

●●

●●

●

●

●

●

●
●

●

●

●
●

●
●
●

●
●

●

●

●

●●●
●

●●●

●●

●
●
●

●

●

●

●
●●

●

●

●
●
●

●

●●

●

●
●●
●
●
●

●●

●

●

●●
●

●

●

●

●●
●

●

●

●

●

●●
●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●
●

●
●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●●●

●

●

●●

●

●

●
●

●
●

●
●
●●

●

●

●

●

●
●

●

●

●●
●●
●●

●

●

●

●

●

●

●

●
●●
●

●

●

●
●
●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●
●
●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●
●

●●

●

●
●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●
●●
●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●●

●●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●●

●
●

●

●

●●

●

●
●●
●
●
●●

●

●●
●
●
●

●

●●
●●
●
●

●

●●●
●●
●
●●●
●
●
●

●

●

●●
●●●

●

●●
●
●

●

●●●

●
●

●
●
●
●

●

●

●
●
●
●
●
●

●

●

●
●●
●
●●●●

●

●●
●

●

●●●

●

●

●

●

●

●
●
●
●●
●
●
●
●
●
●●●

●

●

●
●

●
●●
●
●

●

●
●

●

●
●
●
●

●

●

●

●

●

●
●●

●

●
●
●●

●

●

●
●

●

●
●
●●
●●
●
●

●

●
●
●

●
●
●

●●●

●

●
●●
●

●

●●

●

●●●

●

●
●●
●●
●●

●

●
●

●

●

●

●
●
●

●
●

●
●
●
●
●
●●
●
●●●
●
●●
●●●
●
●
●
●●
●
●

●

●

●●●
●●●●
●●
●
●
●
●
●
●●●●
●
●
●
●

●

●●
●

●
●●
●●

●

●
●

●

●
●
●●●
●●
●●●●
●
●
●

●

●
●●
●●
●
●
●●

●

●

●

●
●
●
●
●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●
●
●
●
●
●●
●
●●

●
●
●
●
●
●
●

●●
●

●

●
●
●
●
●●
●
●
●●●●
●
●

●
●

●●

●

●
●
●

●
●●
●●

●
●●

●

●

●
●

●●
●
●

●

●

●
●
●
●
●

●

●●

●

●

●

●
●
●●
●
●
●
●
●
●

●

●
●

●

●
●
●●
●
●

●

●
●
●
●
●

●
●
●●●●

●

●
●
●●●
●
●●
●
●

●

●
●

●
●
●
●●
●
●

●

●●
●

●

●●

●

●●
●

●

●

●

●●
●
●

●●

●

●
●●
●
●
●

●

●
●
●●

●
●
●

●

●
●
●
●●●
●
●

●

●
●
●●
●

●

●●●
●
●
●
●
●

●

●
●

●

●
●
●

●

●
●●

●

●
●
●
●

●

●

●
●

●

●●
●
●
●

●

●

●●
●
●
●
●

●

●●
●
●
●●
●

●

●●
●●●
●
●●

●

●

●
●

●

●●
●●
●●
●
●
●●
●

●
●
●
●●
●
●
●
●
●

●
●
●
●
●●
●
●●●
●
●●
●
●
●
●
●

●
●
●
●●●●●
●
●

●

●
●●●
●●

●

●●
●●
●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●
●

●

●●

●

●

●
●●

●
●
●

●

●

●

●
●●●

●

●●
●

●

●●
●
●●●●

●
●

●
●

●●●

●●
●●●
●●
●

●

●

●●
●●●●●●●●

●

●
●

●
●

●●●●●

●

●

●
●●●●●
●●●●●●●●

●

●

●

●●
●
●●

●●●
●
●

●

●

●

●

●●

●

●

●

●●

●

●

●

●
●●●●

●

●●

●●

●●
●●●

●

●

●
●●
●
●

●●
●

●

●

●
●●●
●
●

●

●●●●
●●●●●●●●

●
●

●●●●●●●●

●

●

●

●

●●●

●

●●●

●●

●

●

●●

●

●

●

●●●
●

●

●

●

●●
●●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●
●●

●

●●

●●
●

●●●●
●●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●●

●●●

●

●●

●

●

●

●●

●

●●

●
●

●

●

●●

●●
●●

●

●

●

●

●
●

●
●
●

●

●

●

●
●
●

●

●

●

●

●

●

●
●

●
●

●
●
●

●

●●

●
●●
●
●
●

●

●
●

●
●

●

●
●
●
●
●

●

●
●
●
●
●
●

●

●

●
●
●
●

●

●

●

●
●
●●●●
●

●

●

●

●

●
●

●
●●●●●

●

●●●
●

●

●

●●

●●●

●

●

●
●
●●

●

●●●

●●

●

●
●

●

●

●

●●
●

●

●

●●

●●●●

●●
●

●●●

●

●
●

●

●

●

●

●

●
●
●

●●●

●●

●
●

●
●

●
●

●
●

●
●●

●●

●

●●●

●●●

●
●●

●●

●

●

●●●

●
●

●●●●●●●●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●●
●

●

●●

●

●
●

●
●
●
●

●

●
●
●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●●

●

●
●
●

●

●

●●
●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●●

●

●
●

●●

●
●

●

●

●

●●
●
●
●
●

●

●

●

●
●

●

●
●
●●●●

●

●●

●●

●

●

●

●

●
●
●
●

●●●●

●●

●●

●●●●●●●●●●●●●●●●

●
●
●

●
●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●
●

●
●
●
●
●

●

●

●
●

●
●

●
●

●

●
●
●

●

●

●

●

●
●

●
●

●

●

●

●

●

●●●
●

●

●●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●
●

●●

●
●

●●

●

●

●
●

●●

●

●

●
●

●

●●
●

●
●

●

●

●
●

●
●

●

●

●
●

●

●

●●

●

●●
●

●●

●
●

●●
●

●

●

●

●●

●
●

●

●

●

●

●
●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●
●

●

●
●
●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●
●

●

●
●●
●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●
●

●

●

●

●

●

●
●

●
●
●
●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●
●●
●
●
●

●
●
●

●
●

●
●

●

●

●

●
●
●

●

●

●

●

●

●

●
●
●

●●
●●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●
●●

●

●●
●

●
●
●

●
●

●

●

●

●

●
●

●
●
●

●

●

●

●

●

●●
●
●

●

●

●
●

●

●
●
●

●

●

●

●
●
●●

●
●

●

●

●
●
●
●
●●
●

●

●

●

●
●
●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●
●
●

●

●

●

●

●
●●
●●
●

●

●

●

●
●

●

●
●●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●
●
●
●

●

●
●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●●
●
●

●

●
●
●
●
●

●

●
●

●

●

●
●

●

●

●
●

●

●

●
●●

●

●

●

●●

●

●
●

●
●
●
●
●
●
●

●●
●●
●
●
●
●
●
●
●
●
●
●●●
●●
●●
●●
●
●
●

●●
●
●
●
●●
●
●
●
●●
●
●●
●
●●
●●
●●●
●●
●●●
●
●
●●

●
●
●
●
●
●
●●●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●

●●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●●
●
●

●
●
●●
●
●
●●●
●
●●
●
●●
●●●
●●
●●
●●
●
●●
●
●
●
●
●●
●●●
●
●
●
●
●●
●

●

●

●

●
●
●
●●
●
●●
●●
●
●●
●
●●
●
●

●●
●
●
●●●●●●
●●●●
●●
●
●
●

●
●●
●●
●●
●
●
●●
●
●
●●
●
●
●●●●
●●
●●
●
●●
●●
●
●
●
●●●●●
●
●●
●
●●
●●
●●
●
●
●
●●
●
●
●
●
●
●
●●●●
●●
●
●
●
●
●●●●
●
●
●
●
●
●
●
●
●●
●●
●●
●●
●
●
●
●
●●●●
●
●
●

●
●●
●●●
●

●●
●
●
●●
●
●●
●
●
●
●
●
●
●●
●
●
●
●●
●
●●●
●●
●
●
●
●
●
●

●●
●
●
●
●
●●
●●
●●
●●●
●
●●
●
●●●●
●
●
●●●●
●●
●
●
●
●
●●
●
●●
●
●
●●
●
●●
●●
●
●
●
●●
●●●
●●

●●

●
●
●●
●
●
●
●
●
●●●
●
●●
●
●
●
●●●
●
●●
●

●

●
●
●

●
●●●
●●
●
●
●
●●●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●●
●
●●●●
●●
●
●
●
●
●
●
●
●
●
●●●
●●
●●
●
●
●
●
●
●
●
●
●●
●●
●●
●
●
●●

●
●●
●

●
●

●
●●
●

●

●

●

●

●

●
●

●
●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●
●

●
●

●

●

●

●

●

●
●

●
●●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●
●●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●

●

●

●

●
●

●

●
●

●●

●
●●●

●

●●

●
●

●

●

●

●
●
●

●

●

●●

●

●

●●

●

●

●
●

●

●●

●

●

●

●●

●

●●

●

●

●

●

●

●
●

●

●●

●

●
●

●●
●

●

●
●

●

●

●

●

●●
●

●

●

●

●
●
●

●

●

●

●
●

●

●

●

●●

●

●

●●

●

●
●●

●

●

●

●
●●

●

●

●●

●

●●
●

●●

●●
●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●
●●

●

●

●

●
●
●

●
●
●

●

●
●

●

●
●

●●
●●
●

●

●

●

●
●

●
●

●

●
●●

●●

●

●
●

●●
●

●
●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●
●

●

●●

●
●

●
●
●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●
●
●

●

●

●

●●
●

●
●

●

●

●

●

●
●
●●

●●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●
●●
●

●

●

●
●

●●

●

●

●

●

●

●

●
●
●

●

●

●

●

●
●
●
●
●●

●
●
●●●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●●

●
●

●
●

●

●
●

●
●

●

●

●

●
●
●

●
●

●

●●

●●

●

●
●

●

●

●

●

●
●

●

●
●

●

●●
●

●

●
●

●

●

●

●

●

●

●
●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●

●

●●●

●●
●●

●●

●

●

●
●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●

●

●
●
●

●

●
●

●

●
●

●

●

●●

●

●

●

●
●
●●
●
●
●
●●

●
●
●

●

●
●

●

●

●

●
●
●

●●●●
●
●
●
●●●

●
●

●

●
●●

●
●

●

●

●

●

●

●

●

●●

●
●

●
●

●

●
●

●

●
●

●

●

●

●
●

●

●
●

●
●●
●
●●●●●●
●●●
●●

●

●●●●●

●

●●

●

●●●

●

●●●●●●●●
●●●●●●

●

●●●●●●●●●

●

●●●●●

●

●●●●

●

●●●●●●●●●●

●

●●●●●●●●●●

●

●●
●
●

●●●●●●●●●●●●
●●●
●
●●●●●

●

●

●

●●
●
●●●

●
●●●●●
●
●●●

●

●

●●●
●●

●

●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●
●●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●
●

●
●●

●
●●

●

●

●
●
●

●

●

●
●
●
●

●●

●
●
●
●
●

●

●●
●
●

●
●

●

●
●
●

●

●

●●●

●

●
●
●

●

●

●

●
●
●●

●

●

●
●

●

●
●
●

●
●●

●
●

●
●
●

●

●
●

●

●

●●

●
●

●

●

●

●
●
●

●

●

●

●

●
●
●

●

●
●

●
●
●

●

●

●

●
●
●

●

●●

●
●

●

●●

●

●

●

●
●●
●
●
●
●
●
●
●

●

●
●

●

●
●

●●●
●●●
●

●
●

●

●
●

●

●

●

●●●

●

●

●
●

●

●

●●
●

●●

●

●●

●

●
●
●●
●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●
●
●
●

●

●

●

●

●

●

●

●
●
●

●
●●
●
●
●

●

●
●

●●

●

●

●

●

●

●●

●
●
●

●

●
●
●

●

●

●

●

●

●

●

●
●

●

●●●

●

●
●

●

●

●●

●●

●●

●●

●

●

●
●

●

●●●

●

●

●●

●

●

●

●●

●

●
●

●

●
●

●●

●

●

●

●

●

●●●●

●

●●●

●●

●

●●
●

●

●●

●

●

●●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●●●

●●
●

●

●

●

●

●

●

●

●

●●

●●

●

●

●●
●●●

●

●

●●

●

●
●

●●●

●

●●

●

●
●

●

●●

●
●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●
●

●

●

●●●

●●

●

●●
●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●●

●

●

●

●
●
●

●

●●

●

●

●

●

●

●

●

●●

●

●●

●●

●
●●●
●

●
●●●

●

●

●
●

●

●

●

●●●

●

●

●

●

●●
●
●

●

●

●

●

●

●

●

●
●

●●

●

●●●●
●●

●

●

●

●

●●

●

●

●●

●

●●

●

●

●
●
●
●

●

●

●

●●

●●

●

●

●

●

●●●

●

●

●

●

●●

●

●

●

●
●
●●●●●

●
●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●
●
●
●

●

●
●

●

●

●
●

●
●

●
●

●

●●

●

●
●

●
●

●
●
●
●

●

●
●

●

●

●

●●
●

●●

●
●
●

●

●

●
●

●

●
●
●●
●
●●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●
●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●
●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●●
●

●
●

●

●

●●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●●

●●●●

●

●

●

●

●●●

●

●●

●

●●●

●

●

●

●
●●

●

●●
●

●
●

●●

●

●
●

●

●

●

●
●

●

●●

●

●

●●
●

●

●

●
●

●●

●

●

●●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●
●

●

●

●●
●
●
●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●
●

●
●
●
●

●

●●

●

●
●

●

●

●

●
●
●
●
●

●

●

●
●
●
●
●
●

●

●
●●●

●
●●

●

●

●

●

●
●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●
●●

●
●

●●
●

●

●
●

●
●
●
●
●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●

●
●●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●
●
●

●
●

●

●
●
●
●

●●
●
●

●
●

●

●
●
●

●

●

●
●

●

●
●

●

●

●

●

●●

●

●

●

●●
●
●

●

●

●●

●

●
●
●

●

●
●

●
●
●

●
●

●

●
●

●

●
●

●
●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●
●

●

●

●

●

●

●

●
●

●
●
●
●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●
●

●

●●

●

●●
●
●

●

●

●
●

●
●

●

●
●
●

●

●

●
●

●

●

●

●
●
●●

●

●
●
●
●

●

●
●●
●
●

●
●●

●

●

●

●
●
●

●
●

●

●

●

●

●
●
●

●

●

●

●
●

●

●

●

●

●
●

●

●
●●
●
●
●

●●●●

●

●

●

●

●

●●●

●

●●

●

●
●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●
●

●

●●●
●

●●

●

●

●

●

●

●

●
●●

●

●
●

●●
●●

●
●

●

●

●●●
●
●

●

●●

●

●

●●●●

●

●

●

●

●

●

●
●

●

●

●

●●
●

●●
●
●
●●

●

●

●

●

●

●●
●
●

●

●
●

●

●

●

●●

●

●

●

●

●
●

●●
●

●

●

●

●
●
●

●

●
●

●

●

●

●

●

●

●

●

●

●●●

●●

●

●
●

●

●

●
●
●

●

●

●

●●

●

●●

●

●

●●

●●
●

●

●

●

●

●

●
●

●
●●

●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●
●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●
●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●●●●●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●
●
●
●
●
●●
●

●

●

●
●
●

●

●

●
●

●●

●

●
●
●
●

●
●
●●
●
●

●

●

●

●

●
●
●
●

●

●
●

●

●●

●●

●
●●
●

●

●

●

●

●

●

●●

●
●
●

●

●
●
●
●
●
●
●

●
●

●

●
●

●

●

●

●
●
●

●
●
●
●

●

●
●

●
●
●●
●

●●

●

●

●

●●

●
●

●

●
●
●●

●

●

●

●●

●
●

●

●
●
●
●●

●

●

●

●
●

●

●

●

●

●

●

●
●

●
●
●

●
●
●
●
●

●
●

●

●

●
●

●

●

●
●●

●

●

●

●
●
●

●

●

●

●
●

●

●

●
●●

●

●

●

●
●
●
●
●

●

●

●
●
●

●

●
●
●●
●

●
●
●

●

●

●●●
●
●

●

●

●

●●

●

●
●

●●

●

●
●

●●
●
●
●
●
●

●

●
●
●

●

●

●
●

●

●
●
●
●
●

●
●

●

●
●

●

●
●
●
●●●
●
●
●

●

●●
●
●

●

●

●

●

●

●

●

●

●●

●
●●

●

●

●

●

●

●

●

●

●
●●
●
●
●●
●
●

●
●
●

●
●●
●
●

●
●

●

●
●
●

●

●●
●

●●

●

●

●
●
●
●

●

●

●

●

●
●

●

●●

●

●

●

●
●
●●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●
●●
●
●
●

●
●
●

●

●

●
●

●

●

●

●

●

●

●

●
●
●

●
●
●

●

●
●
●

●
●
●

●

●
●
●
●●

●

●

●

●

●
●
●
●
●

●
●

●

●

●
●

●●
●
●

●

●
●

●

●
●
●

●

●

●

●

●●

●

●
●

●

●
●●

●

●

●

●

●

●

●
●

●

●

●

●
●

●●

●
●
●

●

●
●

●

●
●

●

●
●
●

●
●

●

●

●

●
●
●●
●
●●

●
●

●

●
●
●●
●

●

●

●

●

●

●
●

●●

●
●

●

●

●

●
●
●

●
●

●
●

●
●
●

●

●

●
●●
●
●
●●
●
●

●

●
●

●

●

●

●
●

●●

●
●●
●

●

●

●
●
●

●

●●

●

●

●

●

●
●
●

●
●

●

●●

●

●
●
●

●

●

●
●

●●
●

●
●
●
●
●
●
●
●

●

●
●
●●

●

●
●
●

●

●

●

●
●
●

●

●

●

●
●
●

●

●
●

●

●
●
●●

●

●

●

●

●

●

●
●
●

●

●

●
●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●
●

●
●

●●
●
●

●

●●

●

●

●

●

●

●
●

●
●

●●

●
●

●●
●
●●

●

●

●

●

●
●

●
●
●
●●

●

●

●

●
●
●

●

●
●

●
●
●
●
●●
●
●

●

●

●

●
●

●

●●
●
●

●
●

●

●
●
●

●

●
●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●
●

●

●

●

●

●

●●
●

●●

●

●

●

●●●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●●
●
●●
●●
●

●

●●

●

●
●

●
●●

●
●

●●

●

●

●
●

●

●●
●
●●●
●

●

●●●
●
●●

●

●
●
●
●
●
●●

●

●●
●

●

●

●
●

●
●
●●
●●
●
●

●
●
●
●
●
●
●
●
●
●

●

●
●●●●

●

●
●

●

●

●●

●

●

●
●
●
●

●
●
●

●

●●●●●
●●●
●
●
●●

●

●

●

●
●
●
●
●
●

●

●
●
●

●
●

●●
●

●
●●

●

●
●
●
●
●

●

●

●
●

●

●
●
●

●

●●

●
●

●●
●
●
●
●

●●

●
●

●
●
●●
●
●

●
●●
●

●
●

●

●●

●

●
●●
●
●

●

●

●

●

●●
●

●

●

●

●
●●

●

●

●

●

●
●

●
●

●
●●
●
●●
●

●

●

●●●

●

●
●●

●
●

●
●

●

●

●

●

●

●

●

●

●
●
●

●

●
●
●●
●

●
●
●

●

●

●

●
●
●
●
●
●

●

●
●
●

●
●
●

●
●
●
●
●
●
●
●
●

●

●●
●

●

●
●
●

●

●
●
●
●●
●
●●●
●

●

●

●

●●

●
●●
●●
●
●

●●

●
●
●

●

●●
●
●
●
●
●●
●

●
●

●

●
●
●●
●

●●
●●

●

●
●●

●

●

●

●

●●
●
●
●

●

●
●●
●
●
●
●
●
●●
●
●
●
●
●

●

●

●
●●
●
●
●

●

●

●
●
●
●
●
●●

●

●
●
●
●
●
●

●
●

●
●●

●

●
●
●
●●●

●

●
●

●

●
●
●
●
●

●
●

●

●
●

●
●
●●

●

●
●

●

●
●

●

●
●●●●

●

●●
●

●

●

●

●
●●●
●
●●

●

●●●
●
●
●●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●
●

●

●
●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●
●
●
●
●
●●

●

●

●

●
●
●
●
●
●
●●
●

●

●
●

●

●

●
●

●
●

●

●●

●
●●●
●

●
●

●

●

●
●

●

●
●
●
●

●

●
●

●●●●

●

●
●●
●
●●
●
●●
●
●
●

●

●
●
●

●

●

●
●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●
●●

●
●

●

●

●
●●

●
●●

●●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●●

●

●

●

●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●
●
●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●
●
●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●●

●

●

●

●

●

●

●●
●
●

●
●

●

●

●
●
●

●
●
●
●●

●
●●
●
●

●

●

●

●

●

●●

●
●

●

●

●
●
●

●●●●

●

●

●

●

●

●
●

●

●●

●

●

●
●

●

●

●
●

●
●●

●

●

●
●

●

●

●

●

●

●

●
●

●
●

●●●
●●

●
●
●
●

●

●●

●

●

●
●

●

●
●●

●

●
●
●

●

●

●

●

●
●

●●
●

●

●
●

●
●

●

●

●
●

●
●

●
●

●

●●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●
●●

●

●

●
●
●

●●

●

●

●

●

●

●

●

●
●

●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●●

●

●

●

●

●

●

●

●
●
●
●

●

●
●
●
●

●●

●

●●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●●

●

●

●

●
●

●
●
●

●

●●
●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●●

●

●
●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●
●
●

●

●

●
●●

●

●

●

●

●
●

●

●
●
●

●

●

●

●

●
●
●
●
●

●
●
●

●

●

●
●
●

●

●
●
●

●

●
●

●

●

●

●

●

●

●

●
●

●
●●●
●●
●
●

●
●

●

●

●

●●

●

●

●●●

●●●●

●
●

●
●

●●

●

●
●

●●

●

●●

●

●

●●

●●●
●

●
●
●
●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●
●
●

●
●
●

●

●

●

●

●

●

●●●

●

●

●

●
●

●●

●

●

●

●

●
●●
●

●
●

●

●
●

●
●

●

●

●

●

●●●

●

●●●●

●

●

●

●
●

●

●

●

●●
●●●●

●

●

●●●

●●

●

●●●

●
●

●

●●
●●
●

●

●

●

●

●

●

●

●

●
●

●

●●●
●

●

●

●

●●

●●

●●

●●

●●

●

●

●

●

●

●●

●

●●

●●
●
●
●

●

●

●

●

●

●
●

●

●●●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●
●●

●
●

●●

●

●

●

●
●

●●

●●

●

●

●
●

●

●
●

●
●

●

●
●

●●
●
●

●

●
●
●
●●

●

●●

●

●

●

●
●

●
●

●
●●
●
●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●●●●

●

●
●

●

●●
●
●
●

●

●
●

●

●

●●

●
●

●

●
●
●
●
●
●

●
●

●
●
●

●

●
●
●

●

●
●
●

●

●
●
●

●
●

●
●
●
●

●

●

●
●●
●
●
●
●

●●

●

●

●

●

●

●

●

●
●
●
●

●●

●

●

●

●●

●

●
●

●

●

●
●

●

●●
●

●

●

●

●●
●
●

●

●

●

●●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●
●

●●

●●

●

●

●●●

●
●

●

●

●

●
●
●

●

●

●

●

●●●●
●
●

●

●
●●

●

●

●●●

●

●

●
●

●

●

●
●

●●

●

●

●

●●●

●

●

●

●

●

●●●●

●

●

●
●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●●
●

●

●●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●
●

●●

●

●
●
●

●

●
●

●

●
●

●●
●●

●
●
●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●●

●
●

●

●

●●

●

●

●●

●

●

●●●

●

●

●

●
●●●
●
●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●●

●

●●

●

●

●
●
●

●

●
●
●
●

●

●

●●●

●

●

●

●

●

●●

●
●

●

●

●

●
●

●

●
●●

●●

●

●

●●

●
●

●

●●

●
●

●

●

●

●

●

●

●
●

●

●

●
●

●
●

●

●
●

●

●

●●
●●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●
●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●●
●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●
●

●

●●

●●

●
●

●●

●
●
●
●
●

●●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●

●
●●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●●

●●

●

●●●●

●

●
●

●
●●
●

●

●
●●

●

●
●

●●●●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●●

●
●

●
●
●

●

●●●

●

●

●
●

●

●

●

●

●

●
●
●

●

●

●●

●

●
●●

●

●
●

●
●
●

●

●
●
●
●

●

●●

●●
●
●
●

●

●●
●

●
●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●●

●

●

●

●

●
●
●
●

●
●
●●●

●

●

●

●
●

●
●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●

●

●
●

●

●

●

●

●

●

●

●●

●
●

●

●
●

●

●
●

●

●
●

●
●

●
●
●
●

●

●

●
●

●

●
●

●

●

●

●
●

●
●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●
●
●

●

●

●

●
●
●

●

●
●
●
●

●
●

●

●

●

●

●
●●

●

●

●
●●

●
●

●
●
●

●
●
●
●
●
●

●

●●
●

●
●
●

●●
●

●

●●

●

●

●

●
●

●
●
●

●

●●

●

●
●

●

●
●

●

●

●

●

●

●

●
●
●
●

●

●

●

●
●

●

●

●

●

●
●
●

●
●

●

●

●
●

●

●

●

●
●

●

●
●●

●
●

●

●

●

●
●

●

●

●
●●●●●●

●●●●
●●●

●

●

●●

●

●

●
●

●

●●

●

●

●

●●

●

●●

●

●

●

●●

●
●

●

●

●

●
●●

●

●●
●
●

●

●

●

●●

●●●●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●●

●
●

●●

●

●

●
●●●
●
●

●

●
●
●
●

●

●
●

●

●
●

●
●●

●

●●●●●
●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●
●
●●
●●

●

●
●

●

●

●

●●

●
●

●

●

●

●●
●●

●

●
●●●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●
●
●
●

●

●
●

●

●

●

●

●●

●

●

●

●

●
●
●

●

●●

●
●

●

●●

●

●
●
●

●●

●

●●
●
●

●

●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●

●

●
●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●●●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●●

●

●

●

●

●
●
●
●

●

●

●

●
●

●

●●
●
●

●

●

●

●
●●
●●

●

●

●
●
●

●

●

●

●
●

●
●

●

●●

●

●

●

●

●

●
●●
●
●
●
●

●

●

●

●

●

●

●
●

●
●
●●
●●

●

●
●

●

●
●
●
●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●
●
●
●
●

●

●
●
●
●
●
●
●
●

●

●

●
●●●
●
●●

●

●●

●

●

●

●

●
●
●
●

●

●

●

●

●

●
●
●

●

●
●
●

●
●

●

●
●

●

●
●

●

●
●
●
●●
●
●

●

●
●
●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●

●

●
●
●●●

●
●
●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●
●

●

●

●
●●
●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●
●

●

●
●
●

●

●

●

●
●
●
●
●
●
●
●

●

●
●
●

●
●●
●
●
●●

●
●●

●

●

●

●

●
●●

●
●
●●

●

●
●●
●
●

●

●

●
●
●
●

●

●
●●●
●

●
●
●●
●
●

●●

●

●
●

●
●

●

●
●

●

●

●●

●

●

●

●●
●
●
●

●

●

●

●●

●

●

●

●●
●●●
●

●
●●

●

●

●

●

●
●

●●
●
●
●

●

●

●
●●

●

●

●

●
●

●
●
●●
●

●

●

●
●
●

●
●●
●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●
●
●
●

●

●

●
●
●

●●

●

●

●

●
●
●
●
●
●

●

●
●
●
●

●
●
●

●

●

●

●
●●●
●
●●
●

●

●●

●

●

●
●
●

●

●

●

●
●
●
●
●

●
●

●

●

●●
●

●

●
●●
●
●
●

●

●●

●
●

●

●

●
●

●

●

●
●
●
●●
●●
●

●
●

●

●

●
●

●

●

●

●
●

●●●

●

●

●

●

●
●

●

●
●
●
●●

●

●

●
●

●

●

●
●

●

●

●

●●●

●

●

●
●
●
●
●

●

●
●

●
●

●

●

●

●
●
●

●

●

●

●
●●
●

●

●

●
●

●

●

●

●●

●
●

●

●

●
●
●
●

●

●
●

●
●

●

●

●

●
●
●●

●
●

●
●
●
●
●
●
●

●

●
●●

●
●

●
●
●
●

●

●

●

●

●
●
●

●

●

●

●

●

●
●●●●●

●
●

●●
●
●

●

●

●

●

●

●

●
●

●

●
●
●●

●
●

●

●

●

●

●

●
●
●
●
●

●
●
●
●
●

●
●

●

●

●

●

●
●●
●
●

●

●
●●

●

●

●

●
●

●●●

●
●

●

●

●

●

●

●
●

●

●

●
●
●
●
●
●
●

●

●●

●
●●
●
●

●
●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●●

●●●

●

●

●

●

●

●

●

●

●
●

●●●

●

●
●●
●
●
●
●
●
●
●
●

●●
●●
●

●

●
●

●

●
●

●●
●
●

●

●

●

●

●●
●
●
●

●
●

●
●

●●
●

●
●

●

●

●
●
●

●

●

●
●
●
●
●
●
●
●
●
●

●

●

●

●

●

●
●
●
●

●

●●
●
●
●
●
●
●

●

●●

●
●
●
●●
●
●
●
●

●●

●

●

●
●
●
●

●

●

●●

●

●

●
●
●
●
●
●
●

●●

●
●

●
●
●●●
●

●
●●
●
●●
●
●

●
●
●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●
●
●
●
●
●
●●
●

●

●●

●

●

●
●
●
●●

●
●

●

●
●●
●

●

●
●
●

●

●
●●●
●
●
●
●
●●
●
●

●

●
●
●

●

●
●
●
●
●●●

●
●●●

●

●

●
●

●

●
●●
●
●
●●

●

●
●

●
●
●
●●
●

●

●●
●

●

●
●
●
●
●●

●

●

●
●
●

●
●
●●

●

●●

●

●
●
●
●
●
●
●

●

●
●
●
●
●●●●
●
●
●

●
●●●●●
●

●

●

●
●
●
●

●

●
●
●●

●

●
●
●●
●
●

●
●

●

●
●
●
●
●●
●

●
●●
●●●

●

●
●
●
●
●
●
●
●
●●

●

●
●

●

●
●
●
●
●
●
●
●

●
●●●●
●
●
●

●

●●

●
●

●
●
●
●

●

●●

●●
●
●●
●

●
●●●
●
●

●

●

●
●

●

●

●

●
●●

●

●
●●●
●

●●●
●●

●
●

●

●

●

●
●
●
●

●
●
●
●
●

●

●●
●●
●
●●
●
●

●
●
●●
●●

●
●

●

●
●
●●
●
●

●

●
●●
●

●

●
●
●
●

●
●●
●●
●
●●
●
●
●
●

●

●
●●

●

●
●●
●

●

●
●
●

●●
●
●

●

●
●

●

●
●
●●●
●

●
●●

●

●

●
●
●
●●●
●
●●●●
●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●●
●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●
●

●●
●●
●

●

●

●●●●

●
●

●

●

●

●

●

●●

●
●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●
●

●

●●

●

●
●

●
●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●●●
●

●

●●

●

●

●
●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●●
●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●●

●

●

●

●
●

●

●
●
●

●

●

●●

●

●

●

●

●●
●

●

●

●

●●

●

●

●

●

●

●

●

●
●●

●

●

●

●
●

●

●

●

●

●

●●

●●●

●

● ●
●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●
●
●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●
●

●

●

●

●

●

●

●

●

●
●
●
●
●
●
●
●●●●

●

●
●●●
●
●●●●

●

●

●
●
●
●
●

●

●
●

●

●

●

●
●
●
●●
●
●●
●

●

●
●●
●

●

●
●

●

●
●
●
●●
●
●

●

●

●
●

●

●
●
●●●

●

●
●●
●●
●
●

●

●
●
●

●

●●
●●
●
●●
●●

●

●
●
●
●
●●
●
●●
●
●
●
●
●
●
●

●
●
●

●
●

●

●
●

●

●●●●●
●
●

●

●
●●●
●

●

●

●●
●

●
●
●●
●
●
●
●
●●

●

●

●
●
●●●
●
●

●

●

●
●
●
●
●

●

●●

●
●
●

●

●
●●

●

●
●
●
●●●
●●

●

●●
●
●
●
●
●
●
●
●

●

●
●
●
●
●
●
●●
●●

●
●
●
●
●
●
●
●
●

●

●
●●●●
●
●

●

●

●

●●●
●
●

●
●

●

●
●
●
●
●

●

●
●

●

●

●
●
●
●●
●●
●●●
●

●

●
●
●
●

●

●●
●
●

●

●●

●

●
●
●

●

●
●●
●

●
●
●

●

●

●

●
●
●

●

●
●●

●

●●
●
●
●●
●●

●

●●
●
●
●
●
●●
●
●
●
●

●
●
●●

●

●

●

●

●
●
●●
●

●

●
●
●

●
●
●

●
●

●
●
●
●
●

●

●
●

●●

●
●

●
●
●
●●
●●

●●

●
●

●

●

●

●
●●●

●

●●●
●

●

●

●

●●
●
●
●●
●
●

●

●●●

●

●
●
●
●

●

●
●●●
●
●

●

●

●
●
●●
●
●
●
●

●

●●

●

●
●●
●●●
●

●

●●
●●●●
●●
●●
●
●
●
●
●
●
●●

●

●

●

●
●
●
●
●
●●
●●
●
●
●●
●●

●
●

●
●

●

●●
●
●
●
●●
●
●●

●

●
●
●
●
●
●
●
●●
●

●

●●
●
●●

●

●
●
●

●

●●
●

●
●
●●●
●
●

●

●●●

●

●
●
●●
●
●●●

●

●●

●

●

●

●●
●

●

●
●●
●
●
●

●
●

●

●
●

●

●●

●

●

●

●

●

●

●

●
●
●
●

●

●
●●
●●
●
●
●
●
●
●●●●
●●●
●
●

●

●
●●●
●●

●

●
●●
●
●

●

●

●

●
●
●
●

●

●●
●
●●

●

●
●
●●
●●

●

●●●●

●

●
●●●
●●
●
●

●

●

●●
●●
●
●
●

●

●
●
●●
●●●
●

●

●
●
●
●
●●

●
●
●
●
●●
●
●
●●●
●●
●
●●

●●
●
●
●
●●●●●
●

●

●

●●
●
●
●
●
●
●●●●
●
●
●●
●●
●
●
●●
●●
●●
●●●●
●
●
●
●
●
●
●

●
●
●
●

●●●
●
●●●
●
●●
●●
●
●
●
●●

●

●
●
●
●

●

●●
●

●●

●

●

●

●
●

●●

●

●●

●●●
●
●●

●

●

●

●

●

●

●
●
●
●

●

●●

●

●●

●

●

●

●

●
●●●●
●●

●●●●

●
●
●

●●

●

●●●●●
●●●
●
●●●●
●●●●●●
●●●●
●
●●●●
●●●
●●●●●
●
●●●
●●●
●●

●
●●
●●
●

●
●●●●●
●
●●●●●●●●●●
●●●●●
●
●
●●
●
●●●●●●
●●

●
●●
●●
●●●●●
●●●●
●
●●●●●●

●

●●●

●
●

●

●

●●

●●●●●●●
●●●●●

●
●
●

●●
●
●
●●●
●●●●●●●●●●
●●●●●
●●●●●●
●●●●
●

●●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●●

●●●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●
●

●
●●

●●

●
●
●●

●
●
●
●
●

●
●
●
●
●●

●
●●

●
●

●
●
●

●
●
●
●

●

●
●

●
●
●
●
●

●
●

●
●
●

●

●●

●

●

●

●●

●

●
●
●
●

●

●

●●

●
●
●
●
●
●
●
●

●
●

●

●
●
●●

●
●

●

●
●
●
●●

●
●

●
●

●

●

●

●

●
●
●

●

●

●
●

●
●
●

●
●

●
●
●
●

●
●

●

●

●

●
●
●
●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●

●
●
●

●

●

●

●

●
●

●

●

●

●
●
●

●

●●

●

●

●

●

●

●

●

●

●

●
●●
●

●

●
●

●●

●

●
●

●

●
●

●

●
●
●

●
●
●

●
●
●

●

●

●
●
●

●
●
●

●

●
●

●
●

●

●

●

●

●

●

●●

●●
●

●

●
●
●
●

●
●
●

●

●
●

●

●
●

●

●

●●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●●

●
●
●

●
●

●

●

●

●

●●

●
●

●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●
●●

●

●

●
●
●

●

●●

●●
●●

●●
●

●

●●●

●●

●●
●

●
●

●

●
●●●●
●
●
●

●

●

●●

●
●●
●●
●●

●●●●
●●

●

●
●

●
●
●

●●●●●

●●●●●●

●
●
●●

●

●

●

●

●●●
●●
●

●●

●
●●

●
●●

●●●●●●●●●●●●●

●

●
●

●
●
●

●
●

●

●

●

●

●

●

●

●
●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●●

●

●
●●
●

●
●

●

●

●●
●

●

●

●●

●
●

●
●

●

●
●

●
●

●

●

●

●

●

●

●
●
●

●

●●
●

●

●
●
●
●

●
●

●●

●

●
●●●
●
●●●

●

●●

●

●
●

●

●
●

●

●

●

●
●
●

●

●

●
●
●●

●●
●

●
●

●

●

●

●
●
●

●

●

●
●
●
●

●

●
●

●
●
●
●

●

●

●

●
●

●
●
●
●
●

●

●
●

●

●●
●

●●
●

●●
●

●●

●●

●

●
●

●

●

●

●

●

●

●

●

●
●
●
●

●

●

●

●

●●

●

●

●

●

●

●
●●
●
●

●
●

●

●
●
●

●
●
●

●

●

●
●

●
●●

●

●

●

●

●
●

●
●
●
●
●

●

●
●

●

●
●

●●

●
●

●

●
●

●
●

●●

●

●

●

●

●●
●

●

●

●

●

●

●●
●
●●
●

●
●

●

●

●●

●
●

●
●●●

●

●

●
●

●

●

●

●
●

●

●●
●
●
●

●

●

●●

●
●●

●

●

●

●
●
●
●●
●

●
●

●

●

●

●
●

●
●

●

●
●
●
●

●
●

●

●

●

●
●
●

●
●
●●

●●

●
●

●

●●
●
●●

●

●
●
●

●

●

●

●

●
●

●

●
●

●

●

●

●
●
●

●

●
●

●

●

●
●
●

●

●

●

●

●
●
●

●

●●

●

●

●

●

●●

●

●
●
●

●

●

●

●
●
●

●●

●

●

●
●●

●

●

●
●

●
●
●

●

●
●●

●

●●
●

●

●●
●

●
●
●

●
●

●
●
●
●

●●
●
●
●

●

●

●

●
●

●

●

●

●

●●●
●

●
●

●
●

●
●
●
●
●

●

●

●

●

●
●

●●

●

●●

●

●

●

●●

●
●

●

●

●

●

●

●
●
●

●
●
●
●
●

●●
●

●
●

●●

●

●

●
●

●

●

●●●

●

●

●

●●●

●

●
●
●●
●
●●●
●●●
●●
●

●●
●●
●
●●
●
●
●●
●
●●●●●●●
●
●
●
●●
●
●

●
●
●●
●
●

●
●
●
●●
●
●●●
●●
●
●
●
●
●
●●

●
●
●●●
●●
●
●
●
●
●●●
●●
●
●
●
●
●
●
●
●
●
●●●
●
●●●
●
●
●
●
●●
●
●
●
●●
●
●
●
●●
●●
●
●
●
●

●
●
●●
●
●
●●
●
●

●
●
●

●
●
●

●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●●
●
●
●●
●●●●
●
●
●
●●
●●●●●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●●
●●
●●●
●
●
●●
●
●
●
●●
●
●
●
●●●●
●
●●
●
●
●●
●
●
●●
●

●
●
●●●
●
●
●
●

●
●
●●●
●
●
●
●
●
●
●
●
●●
●●
●●●
●
●
●
●●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●●
●●
●
●●●●●
●●
●
●●
●●
●
●
●
●
●
●●
●●
●
●●●
●●
●●

●
●
●●●●
●
●
●
●●
●●●
●
●●●
●
●●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●●
●●
●●●
●
●●●
●●
●
●
●
●
●

●
●
●

●
●
●
●
●
●●
●●
●●
●
●
●●
●

●

●
●
●
●●
●
●
●
●●
●
●
●
●●●
●
●
●●
●
●
●
●
●
●

●
●
●●
●
●●
●
●
●●
●
●●
●
●●
●●
●●●
●
●
●
●
●
●●
●
●
●
●
●
●●

●●
●
●
●●
●●
●●●
●●
●●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●●

●

●

●
●

●

●

●

●
●●

●
●

●

●

●
●

●

●
●●●

●

●

●

●
●
●

●

●

●

●

●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●
●

●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●●

●
●

●●

●

●

●

●
●

●●

●●
●

●●
●
●

●

●

●

●

●●
●●

●

●

●

●
●

●

●

●

●
●

●
●

●

●
●

●

●●

●
●

●

●

●

●

●

●●

●

●

●
●

●

●●

●
●

●

●

●

●
●

●

●●
●

●
●

●●
●

●

●

●

●

●●
●

●
●

●

●

●

●

●
●

●

●

●

●
●

●●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●
●
●

●

●
●

●

●

●
●

●
●

●

●
●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●
●

●

●●

●●●

●

●

●

●

●

●

●

●●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●
●

●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●●
●●

●

●

●

●

●

●

●

●

●
●

●
●

●
●

●●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●
●

●

●

●

●

●

●
●

●
●
●

●

●●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●
●
●

●

●

●

●

●
●

●

●

●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●
●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●
●
●

●

●

●

●

●
●

●

●

●
●

●●

●

●

●
●
●

●●

●
●●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●
●
●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●●●

●●

●

●
●●

●

●
●

●

●

●

●
●
●

●

●

●●●
●

●

●
●

●●

●●
●●●

●●●

●●

●
●●●●●
●
●

●

●●●●●
●●

●●●

●
●●

●

●●●●●

●

●●●

●

●

●
●●●●●●●

●
●●

●

●●●
●●
●●

●
●●

●●
●
●

●

●●●●●●●●

●

●

●

●●

●

●

●
●
●

●

●
●●●

●

●

●
●

●●

●

●

●

●

●

●●

●
●

●

●

●
●●

●

●
●

●
●●

●

●●

●

●

●●●

●

●

●
●
●
●●●●

●

●

●
●●
●
●

●

●
●

●

●

●
●
●

●

●

●●

●

●

●

●

●

●●
●
●●●

●

●

●

●

●

●●
●

●●●
●
●

●
●
●
●●●●●●
●●
●

●

●●●
●●●

●

●

●
●
●●

●

●●

●
●●

●

●
●●

●
●●●

●
●

●●●●

●

●●

●

●●
●
●
●●
●
●

●●●●●●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●●●

●

●

●●●

●

●
●

●

●
●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●
●
●

●

●

●

●

●
●●
●

●●
●
●
●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●
●

●●
●●
●●

●●

●
●
●
●
●

●
●

●●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●
●

●●

●
●

●

●
●

●
●
●●
●●

●
●

●

●

●

●

●
●
●

●●

●
●

●

●

●

●
●
●
●

●●

●●

●

●

●

●

●
●

●
●

●
●

●
●
●

●●
●
●
●●

●

●

●

●●

●
●

●
●
●
●

●

●
●
●
●

●

●
●

●●

●

●
●

●

●
●
●

●

●●
●

●
●●

●

●●
●●

●
●

●
●
●

●

●
●
●
●●
●●●
●
●

●

●

●●

●

●
●
●
●
●
●
●

●

●
●

●

●
●

●

●●
●
●
●

●
●
●
●
●

●

●

●
●

●

●
●

●
●

●

●

●

●

●
●

●

●
●

●

●

●
●
●
●

●
●
●
●

●

●

●

●
●●

●

●

●
●
●

●

●●

●●●●
●

●

●

●

●
●

●●

●

●●
●●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●
●

●

●
●●●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●●●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●
●●

●●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●
●
●●
●

●

●

●

●

●

●●
●

●
●

●

●

●

●

●●

●

●

●

●●

●

●

●

●●●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●●●

●●●●●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●●●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●
●

●●

●
●

●

●

●

●●

●

●

●●

●

●●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●●

●●

●

●●●●

●

●●●

●●

●●
●

●●●
●

●

●●

●

●
●
●
●●

●
●
●

●

●

●

●
●

●

●

●
●
●

●

●

●

●
●
●

●●●

●●

●●●

●

●

●

●●

●
●

●
●
●

●

●

●
●

●
●●

●
●

●

●
●

●

●

●

●

●

●

●●●●

●

●

●

●
●●●●●

●

●

●●
●

●
●

●

●
●

●

●

●

●
●

●

●

●

●
●

●
●●

●●

●●

●●
●●

●

●●

●

●●
●●

●
●

●

●

●
●
●

●

●

●
●
●

●

●

●

●

●●

●●
●●

●

●

●

●
●

●

●

●

●

●

●

●
●

●
●

●

●

●●

●●
●

●

●
●

●

●

●
●
●

●

●
●

●

●
●
●

●
●

●●

●

●

●
●
●●

●
●
●

●

●
●

●

●

●
●
●

●

●

●
●
●
●

●

●

●
●
●
●●

●

●
●
●●
●
●
●

●

●

●●

●

●

●●

●●
●
●

●

●

●

●

●
●
●

●

●
●●

●

●
●
●
●

●

●
●

●

●●

●
●

●

●
●
●

●

●

●

●
●

●

●

●●●
●
●
●

●

●

●
●

●

●

●
●

●

●
●
●
●

●

●

●●●

●

●

●●●
●
●
●●●
●

●

●
●
●

●

●

●
●
●
●

●

●●
●●

●

●

●●

●

●

●

●
●●

●

●
●
●

●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●●

●

●
●
●

●

●

●

●

●●●
●●
●
●
●●
●

●

●

●
●

●

●
●
●●
●

●

●
●●

●

●

●

●
●
●

●
●
●●
●●
●

●
●

●

●
●

●
●
●
●

●

●

●

●
●●

●

●

●

●
●

●

●
●●

●

●●
●
●

●

●●
●●
●●

●

●

●
●

●

●

●
●
●
●

●●

●

●
●
●

●

●

●

●

●
●

●●●

●●

●

●
●

●●
●
●

●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●●
●

●

●
●
●
●

●

●
●

●

●
●
●

●
●
●
●
●
●
●
●

●

●

●

●

●

●

●

●

●
●
●
●●

●

●

●
●
●

●

●●

●

●

●

●●
●

●

●

●●

●

●
●
●
●

●

●●

●
●●

●●
●

●

●

●

●
●
●

●
●
●

●

●

●

●
●●

●

●

●

●

●
●●
●

●
●

●

●

●
●●●
●

●

●
●
●
●

●

●
●
●
●

●

●

●

●
●

●

●

●

●
●

●

●

●
●●

●

●
●
●

●

●
●
●●
●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●
●
●
●

●

●

●
●
●

●

●

●
●
●
●●
●

●

●

●

●
●
●●
●●
●
●●
●
●●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●
●●
●

●

●

●

●
●
●

●

●

●
●

●●
●
●
●

●
●
●

●

●

●
●

●

●●

●
●

●

●

●

●

●

●●●
●
●
●●

●
●
●
●●
●
●

●

●●

●

●
●
●
●
●

●

●

●

●

●
●●●

●

●

●●

●●

●
●
●
●
●
●
●

●
●
●

●●

●

●
●
●

●

●

●

●

●
●
●

●

●●●
●

●

●●
●●●
●●
●

●

●
●
●
●

●
●
●

●
●

●

●

●
●

●

●
●
●

●

●
●
●
●●

●
●
●●

●

●

●

●

●
●

●

●

●

●
●
●
●
●●
●
●

●

●

●
●
●
●
●●●
●

●

●

●
●
●

●●

●

●
●

●

●
●●
●

●

●

●
●
●●

●

●
●

●

●
●●●
●
●

●

●
●●

●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●
●

●

●

●

●

●

●
●
●●●

●

●
●

●

●

●

●

●●

●
●
●●

●

●

●
●
●

●
●
●
●
●

●

●

●

●
●
●●
●

●

●
●

●

●

●
●

●
●

●
●

●

●
●
●
●
●
●
●
●
●

●●
●

●

●

●

●

●

●●
●●
●
●

●

●

●

●
●
●
●

●
●
●●
●●
●

●

●
●
●

●
●●

●
●
●

●

●
●

●

●

●

●

●

●●●●

●

●
●●
●●

●

●
●●

●

●●

●

●
●
●
●●

●

●

●
●
●●
●

●●
●

●
●
●

●●

●

●

●●

●●
●
●
●

●

●

●
●
●

●

●

●

●

●
●
●
●

●

●●

●

●

●
●

●

●

●
●

●

●
●
●
●
●

●

●

●

●●
●●
●
●

●

●
●
●●
●
●
●
●

●

●●

●

●

●
●
●

●
●●
●

●

●

●●

●

●

●

●
●

●

●●●

●

●

●●
●

●

●

●

●
●

●

●
●
●
●
●

●

●

●
●
●
●

●

●
●
●
●

●
●
●
●

●

●

●

●
●
●
●
●

●●
●
●

●

●

●●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●
●●
●
●

●

●

●

●
●
●
●●
●
●

●

●
●

●

●
●

●

●

●
●

●

●●

●
●

●
●

●

●

●
●
●

●
●
●

●

●
●

●

●

●

●●

●●

●

●
●
●
●

●

●
●●

●

●

●
●

●

●●

●

●
●

●

●
●

●
●
●

●

●

●

●
●

●
●

●
●●

●

●
●

●

●
●
●

●

●
●
●
●

●

●

●●
●

●
●

●●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●
●

●●

●

●
●

●

●●

●●

●

●
●

●

●

●●

●

●
●

●
●

●
●

●

●

●

●
●●●

●
●
●

●
●

●

●
●

●●

●

●●

●

●

●

●
●

●

●
●

●●

●●

●
●
●
●

●

●
●

●

●

●

●

●●

●

●●
●
●

●●

●

●

●

●●●
●
●
●●
●
●
●
●

●
●
●

●

●

●

●
●

●

●

●
●

●
●●
●

●
●

●
●

●●

●

●

●●
●

●

●

●

●
●
●
●
●

●
●
●
●
●

●●
●
●
●●
●●
●
●●
●

●

●

●●
●
●
●●
●
●

●
●

●

●

●●

●

●
●
●
●●

●

●
●
●

●
●
●
●
●

●

●

●●
●

●●

●

●

●

●●

●

●

●

●
●●
●
●
●

●

●●

●

●
●
●●
●

●

●
●

●●●
●●

●

●

●

●

●
●●

●

●

●
●

●

●
●
●

●
●●

●

●
●

●

●

●
●

●
●
●

●
●
●

●

●●●
●●
●●●

●

●

●

●

●

●

●

●

●
●

●

●●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●●

●●●

●●
●
●
●
●

●

●●
●
●
●
●
●
●
●
●
●●
●
●

●

●
●
●
●

●
●
●

●

●

●●

●
●

●
●
●●

●

●●
●

●

●●●
●

●

●

●
●●
●
●

●

●

●

●
●
●●●

●

●

●
●

●

●
●●

●

●
●
●
●
●
●
●

●

●

●

●

●
●
●●

●

●
●

●
●●

●
●
●

●

●
●

●

●

●
●

●
●
●●
●
●●
●
●
●

●
●

●●●
●
●

●

●
●
●
●●

●
●

●

●

●
●
●
●●●●
●●●●
●

●

●●

●

●
●
●
●●
●

●

●●

●

●

●

●●●
●
●
●●
●
●

●

●●

●

●
●

●

●
●

●

●

●

●
●●
●
●
●

●

●●
●
●

●

●
●

●

●
●
●

●

●
●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●
●

●

●●
●●●●

●

●

●

●

●

●
●

●

●

●

●
●●
●

●

●

●

●
●●
●
●
●

●●
●

●

●

●

●
●

●●

●
●
●
●
●
●
●
●

●

●

●
●

●

●
●●

●

●
●
●
●

●

●
●●

●

●

●
●
●●●●
●

●
●
●
●●

●
●

●

●
●

●

●●
●

●

●

●
●

●●
●
●

●
●

●
●
●●
●
●
●●
●
●

●

●

●

●
●●
●

●

●

●

●

●
●
●
●
●●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●
●●
●

●

●
●

●

●

●

●

●

●●
●
●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●
●

●

●●

●
●

●

●●
●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●
●

●

●

●●●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●●

●●

●●

●

●

●

●

●
●

●
●

●●●

●

●

●●

●

●

●

●

●●

●

●

●

●●
●
●
●
●●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●
●

●

●

●
●●
●

●

●●

●
●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●
●

●

●

●

●

●
●
●

●

●
●●

●

●

●
●●

●

●●

●

●
●

●●●

●●●
●
●

●

●●

●
●
●
●

●

●
●

●

●●
●●

●

●

●

●

●

●●

●

●
●
●

●

●

●●●

●
●

●
●

●

●

●

●

●

●●●
●
●
●

●

●
●

●
●

●

●

●●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●
●
●
●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●
●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●●

●●
●

●

●

●

●
●

●

●

●

●
●

●

●
●
●
●

●

●

●
●

●

●●
●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●
●
●

●

●
●

●

●
●
●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●
●
●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●●

●

●

●
●
●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●
●
●

●

●
●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●

●

●

●
●
●

●

●

●
●●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●
●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●●●

●

●●

●

●●
●
●
●

●

●

●
●

●
●

●

●

●
●
●

●

●
●

●

●

●

●●

●

●
●
●●

●

●

●

●
●

●
●

●

●

●
●
●

●

●

●
●

●●

●
●

●

●

●
●

●●●

●●

●

●

●

●●
●

●

●

●
●●●
●
●
●
●
●

●

●
●
●

●

●
●
●
●

●

●
●
●

●
●

●

●
●
●
●
●

●

●
●
●
●
●

●

●

●

●●●●●●●●●●
●●●●
●
●●●●●●●●●●●●●
●●●●
●
●●
●●●●●●●●●
●
●●●
●
●●●●●
●
●●●●

●

●●●●●●●●●●●●●
●
●●
●
●●●●●●●●●●●●●
●●
●●●●●
●
●

●●●●●●●●●
●
●●●●●

●
●●●●●
●●
●●●●
●
●●●●
●●●●●●●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●

●●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●●●

●

●

●

●●

●

●

●
●
●
●●
●

●

●

●

●

●

●●

●
●
●

●

●●

●

●
●
●
●
●
●

●

●
●

●

●

●

●

●
●
●●
●
●
●●
●

●

●●

●
●

●●●
●
●
●●
●
●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●
●●●
●
●
●

●

●

●

●

●

●

●

●

●●

●
●

●

●
●

●

●

●●

●

●●●●

●
●
●
●

●

●
●

●

●

●●

●

●

●

●
●●

●

●

●

●

●

●
●

●

●

●
●
●
●

●●
●

●

●

●●●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●●●●

●

●

●●

●

●

●

●

●
●

●●●

●

●

●
●

●

●

●●

●

●

●

●

●
●
●
●

●

●

●

●
●
●●

●

●

●●

●

●

●
●

●

●

●

●

●

●
●

●

●

●
●

●●

●

●

●●●

●

●●●

●
●
●

●●

●

●
●
●

●●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●●

●
●●●

●

●●●

●●

●

●

●

●

●

●

●●

●

●

●
●

●

●
●

●

●●

●●

●
●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●●

●

●●
●●

●
●●

●

●

●●
●
●●
●●●●

●

●
●●●

●

●●

●

●
●

●

●
●
●

●
●

●

●●
●
●●●●

●

●
●
●●
●●●●●●●●●●

●

●●
●●
●●

●
●

●

●

●●
●

●

●

●

●●●

●

●●
●●

●

●●

●

●

●●●
●●●

●

●

●●●●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●
●●

●

●
●●

●

●
●
●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●●

●
●
●●
●

●

●

●

●

●

●

●

●

●

●
●

●●
●

●●
●
●●
●
●
●●

●

●●●

●
●

●●●
●
●
●
●

●

●●

●
●●
●

●●●

●

●

●

●

●

●

●

●

●
●
●

●
●
●

●

●

●●

●

●●

●

●

●

●

●
●

●

●●

●
●

●

●
●

●●

●

●
●

●
●●

●

●
●●
●●●

●

●

●
●

●

●●
●

●
●
●

●

●

●
●●

●●

●

●

●
●●

●

●
●
●

●
●

●

●

●

●

●

●
●

●

●

●●
●●
●●

●

●

●
●

●

●●●●

●

●

●

●

●
●

●

●

●

●

●
●●

●

●
●

●

●
●
●
●

●

●

●●●
●●
●
●
●
●
●

●●●

●

●

●
●

●
●
●

●

●●
●
●

●

●●

●

●
●
●

●

●

●
●
●

●

●
●
●
●
●
●
●

●
●
●
●
●
●

●
●●
●
●
●
●
●
●

●
●●
●

●
●

●

●

●
●
●
●
●●
●
●
●
●

●
●
●

●

●

●

●
●●
●

●●

●

●
●
●

●

●●
●

●
●
●

●
●
●●

●
●
●

●
●
●
●

●

●●

●

●

●
●
●
●●

●

●●●

●

●

●

●
●

●

●●●
●●●
●
●
●
●

●

●
●●
●
●

●

●

●
●
●
●
●
●
●

●
●
●
●
●●●
●

●●
●●●
●

●

●

●
●
●●
●
●●

●

●
●
●
●
●
●
●
●
●●●
●
●●
●
●

●●●
●

●
●
●
●●
●
●●
●

●
●
●

●

●
●
●

●
●

●

●
●
●

●
●
●
●
●●
●

●
●●

●
●●
●

●

●
●
●●

●
●
●
●
●
●
●
●
●
●
●●●●●

●
●
●

●●

●
●
●
●

●
●●
●
●●●●●
●
●
●
●

●

●
●
●
●
●●●

●●
●

●
●●

●

●
●
●
●
●
●
●

●

●
●

●
●
●
●

●

●●

●
●

●
●●●

●●
●

●

●

●●

●●

●
●
●
●

●
●
●
●

●

●

●

●●
●
●

●
●
●
●●
●
●

●
●

●

●
●

●
●
●
●

●
●
●

●
●

●●
●

●
●
●

●
●

●
●
●
●
●●
●●●
●●
●
●
●
●

●

●
●
●
●
●●
●
●

●

●

●
●●
●
●●●●
●●

●

●
●
●

●

●
●
●

●
●

●
●
●●

●

●

●

●
●
●
●
●
●
●

●
●
●

●

●

●
●

●

●

●

●

●●

●
●

●●
●
●
●
●●

●
●

●

●
●
●●
●
●●
●
●●
●

●
●

●

●
●
●

●

●

●●

●●

●
●

●

●
●●
●

●
●

●

●

●

●
●
●

●

●

●

●●

●●
●●
●

●

●●
●

●

●●

●

●

●

●

●

●●
●

●

●

●
●

●

●
●

●

●

●
●
●
●

●

●

●
●
●
●

●
●

●●
●
●

●

●
●

●
●

●
●

●

●

●
●

●

●

●●

●

●
●
●

●

●
●

●

●

●●
●

●

●
●

●

●

●

●

●

●●

●

●
●

●●

●
●
●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●
●
●
●

●

●

●
●
●
●●
●
●

●●●

●
●
●
●
●

●
●

●
●●

●

●●

●
●

●
●

●
●
●●

●

●

●

●

●
●
●
●
●●
●●
●
●

●

●
●
●

●

●

●

●

●

●

●
●

●

●
●

●
●●

●

●
●

●
●●
●

●
●
●

●
●
●●

●
●

●

●
●

●

●

●
●

●

●
●

●

●

●
●
●

●

●

●
●

●

●
●
●
●

●

●
●

●

●

●

●

●
●
●

●
●

●
●

●

●
●

●

●
●

●

●

●●
●

●
●

●

●
●

●

●

●●

●
●
●
●
●
●
●

●

●

●●
●

●●

●●

●●

●

●

●
●

●
●●●●●

●
●●
●
●
●
●
●●●
●●
●
●●●
●●●
●

●
●●
●●
●●
●

●●●
●

●●
●●
●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●●
●
●
●

●

●
●
●●
●

●

●●
●
●
●
●
●
●
●●
●
●●

●

●
●
●
●●
●●●
●
●
●
●
●
●
●●
●●●
●
●

●

●
●●

●●

●

●
●

●

●
●

●

●
●
●
●

●

●
●●●

●

●
●
●●
●

●
●

●
●
●
●
●
●
●
●
●
●
●
●●

●

●

●
●

●

●

●
●

●

●
●
●

●

●
●●
●
●

●

●
●
●
●
●

●

●

●

●●

●

●

●

●
●
●

●●●
●
●

●●

●
●
●
●

●

●

●
●

●

●
●●
●

●●

●●
●

●
●
●
●●

●

●

●

●
●
●
●
●●

●

●
●●●
●

●●
●●

●

●

●
●

●

●
●●
●●

●

●

●

●●●
●
●

●●

●
●

●

●

●
●

●
●

●
●
●

●

●

●

●

●

●
●●
●

●
●●
●
●

●
●

●

●
●●
●

●
●

●

●●●
●
●
●●
●
●
●
●●
●

●
●

●
●●
●
●
●

●

●

●

●
●
●
●

●

●●●
●
●
●
●
●
●
●

●
●
●
●●
●
●●
●
●
●

●

●
●

●

●

●

●

●●

●
●●●

●

●

●

●
●●●
●
●●
●●

●

●

●

●

●

●●
●
●

●

●
●

●

●

●●
●

●

●
●●
●
●

●

●

●

●
●
●
●

●

●
●
●●
●
●●

●●●
●
●●
●●

●
●
●
●
●
●
●
●●

●

●
●●●
●
●
●●
●
●
●
●
●

●

●
●

●

●●●

●

●

●

●

●

●●
●●

●

●●●
●●
●
●

●
●
●

●

●
●
●
●

●

●

●
●●●●
●

●●●
●
●
●●
●
●
●●
●
●
●

●

●●
●●

●●●●

●
●
●

●
●
●●

●

●

●

●
●
●
●
●●●

●

●

●
●

●

●●
●●

●
●

●
●
●
●

●

●

●

●
●

●

●

●

●

●

●

●●
●
●
●
●●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●
●

●

●
●

●

●

●●●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●
●●

●
●
●●

●

●●

●

●

●
●●

●

●

●

●

●
●
●
●
●

●●●

●

●

●

●

●

●●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●
●

●

●

●
●●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●
●

●

●●
●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●●
●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●
●
●●

●

●
●

●

●

●●

●

●

●

●●

●

●●●

●

●

●

●

●

●
●

●●

●

●

●

●
●
●●

●

●

●●

●
●●
●●●

●

●●

●

●●

●

●●

●

●

●

●

●
●●

●

●

●

●

●
●
●
●

●●

●●

●
●

●

●●

●●
●

●●

●●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●●
●●●●●

●

●

●●

●
●

●

●
●

●

●

●
●

●

●

●●●

●

●

●

●

●

●
●
●●

●

●●

●●

●

●●

●

●
●●●●●●

●

●

●

●●
●

●

●

●
●

●

●

●

●●

●
●

●

●

●

●

●●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●●

●

●

●

●●●●●●●●
●

●

●
●●●●

●

●

●

●●●●
●

●

●

●

●
●

●

●●●●●●

●

●
●

●

●

●
●

●

●
●●

●

●
●●
●
●

●

●●

●

●●●
●●
●

●
●

●
●●
●●

●
●
●

●
●

●

●●
●

●

●
●●●
●

●
●

●

●●

●●●●●

●

●●

●●
●

●

●

●●

●

●●
●

●

●●●

●●
●●
●

●
●●

●

●●●●●●●
●

●●

●

●

●

●

●
●
●●●

●●
●
●

●
●

●

●●

●

●●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●●

●

●●

●

●

●●
●
●●

●

●●●●

●

●
●●●

●
●

●

●

●

●

●

●●

●

●●

●

●

●●

●

●

●●

●

●
●

●

●●
●

●
●

●
●●
●●●
●

●

●
●●●●
●

●

●

●

●●
●●
●
●
●
●
●

●●
●

●

●

●●●

●●

●●
●

●

●
●

●

●●●
●

●
●
●
●
●●●

●

●●

●●
●

●
●
●
●●

●

●

●
●●●●●

●

●●
●●

●
●

●●

●●

●

●

●

●

● ●●●●●●●

●

●

●

●●
●●

●

●

●

●●

●

●

●

●

●

●

●●●

●●

●

●

●

●●

●

●

●

●●●

●

●

●●

●

●

●

●

●

●●

●

●

●
●●
●

●

●

●●

●
●
●
●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●
●
●

●●

●

●

●●
●●
●

●●
●●●●●

●●

●

●

●

●

●●●●●●●●

●

●

●

●
●

●●●
●●
●

●●●
●●
●●
●
●●
●●●●●
●
●

●

●

●●●●●●●●●
●●
●
●
●●
●●●

●●
●
●

●
●●●
●
●
●

●

●●

●

●
●
●

●

●

●

●

●
●●●

●

●

●
●
●
●

●●●●

●
●
●
●
●
●

●●●●
●●

●

●●
●●
●

●

●
●●●
●
●●●
●
●

●

●
●
●●●●

●

●●
●
●●
●

●
●●
●●●
●●
●
●●●

●●
●●●

●
●
●●
●

●
●
●

●

●●●●

●

●●●●

●

●
●

●●●

●

●
●
●
●
●
●

●

●
●

●

●
●
●●
●
●

●●●●

●
●●●●
●●●

●
●
●
●
●
●●●●●●●

●
●
●●
●
●●

●

●

●
●

●

●●●
●
●
●●
●
●●●●

●
●
●●
●

●●●

●
●
●

●

●

●●●
●

●●

●
●

●

●

●●●
●
●
●
●
●●

●●
●
●

●

●

●
●●●●●●●●●●●●

●
●

●●●

●

●
●●

●
●●
●●
●
●●●
●
●

●●
●
●●

●

●

●
●●
●
●
●

●

●
●

●●●

●●
●
●

●
●
●●●
●●
●●●
●
●
●●●
●●●

●
●
●●

●●●

●
●

●
●
●

●●●●●●
●

●

●
●
●●

●

●
●●
●

●

●●

●●

●

●●●●
●

●●●●●
●●
●

●

●

●

●●

●

●●
●

●

●
●●●●
●
●
●
●

●●

●
●●
●●●
●

●

●●

●

●

●

●
●●●●●

●

●

●

●●
●●

●

●●●
●

●

●

●●●
●

●

●
●●
●

●
●
●

●
●●●●
●
●●

●

●●

●
●
●●
●
●●

●

●

●●
●
●●
●●●●
●

●
●●●
●

●
●
●
●●●●
●●●

●
●●
●

●●
●

●
●
●

●

●

●
●●
●●

●
●
●●●
●

●●●
●

●
●
●

●

●●
●

●
●●
●

●

●●
●

●
●

●

●●

●

●●

●
●●
●

●
●

●●
●

●●●●●
●●

●

●

●
●

●
●

●

●●

●
●

●

●●

●

●
●●

●

●

●

●●
●
●

●

●
●●
●●
●

●●●

●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B
0

20

40

60

80

Boxplot − SSR_FC −  PDFSam synthetics 

S
S

R
_
F

C
 (

%
)

Reduction StrategyCoverage Criterion

●

●

●●

●●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●●

●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●

●

●●●●●●●●●

●

●

●

●

●

●●

●●

●

●●●●●●●●●●

●

●

●

●●●● ●●●

●●

●

●●●

●

●

●

●

●

●●●

●●

●●

●

●

●●●

●●

●

●

●●●●

●

●●

●●

●●

●●●

●

●

●●●

●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

0

5

10

15

20

25

30

Boxplot − SSR_FC −  TaRGeT real 

S
S

R
_
F

C
 (

%
)

Reduction StrategyCoverage Criterion

●

●●

●
●

●●

●

●

●

●●●
●

●

●

●

●

●

●
●

●

●
●●

●

●
●

●

●

●
●

●

●
●

●

●

●
●

●

●

●

●
●●

●

●

●

●

●

●●
●

●
●
●●

●

●●

●●
●●
●
●

●
●

●

●

●●
●

●

●●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●●

●

●

●

●

●
●●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●
●

●

●●

●

●

●
●

●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●●
●

●

●
●
●

●

●

●

●

●

●●●

●●

●

●

●●
●
●

●

●●●

●

●

●

●

●

●

●●

●
●

●●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●●
●

●

●
●
●
●●
●●
●
●
●●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●●●●

●
●●

●

●

●

●●
●

●

●

●

●

●●

●●

●●
●

●

●

●

●

●

●
●

●●

●●●
●

●
●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●
●

●
●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●●

●

●
●
●
●

●

●

●

●

●

●

●●
●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●
●

●

●

●
●●●

●

●
●

●

●
●
●
●

●

●

●

●
●
●●
●

●

●

●

●
●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●
●●
●

●

●

●

●●

●

●

●

●●

●

●

●

●●●

●

●

●

●●

●

●

●

●●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●
●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●
●●
●

●

●

●

●

●

●

●

●

●

●●●
●

●

●

●

●

●

●

●

●●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●

●
●●

●

●

●●

●

●
●
●

●
●

●

●
●

●

●

●
●
●●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●●
●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●●

●●

●

●
●

●

●●

●
●
●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●
●
●

●

●

●

●

●

●●

●

●
●

●
●
●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●
●

●
●

●

●
●●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●
●

●
●

●●

●

●

●
●

●

●
●

●●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●

●

●

●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●●
●●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●●
●

●

●

●

●

●

●●

●

●

●●

●●
●

●
●

●

●

●

●

●
●

●
●

●

●

●

●
●

●

●

●●

●

●
●

●

●

●

●

●

●
●
●●●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●●

●●
●

●

●
●
●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●
●●
●

●

●

●

●

●

●

●
●
●●●●
●
●
●●
●●
●
●●●●
●
●●●●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●
●
●
●

●

●
●
●

●

●
●
●

●

●●

●
●

●

●
●
●

●

●

●

●

●

●

●

●●

●

●
●
●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●●

●

●

●

●●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●●

●
●

●●●

●

●

●●

●
●

●
●

●

●

●

●
●●

●

●
●

●

●

●●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●
●

●
●●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●●

●

●
●
●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●
●
●

●

●
●

●

●
●●

●

●●●

●

●

●

●
●

●●

●
●
●

●

●

●

●

●

●

●
●●
●●●●●●
●
●●
●
●●
●
●●●
●

●

●

●●

●
●

●
●
●

●

●

●

●●

●●
●
●

●●
●

●

●
●

●

●

●

●

●

●
●

●
●

●
●

●●
●
●●●

●
●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●●
●
●

●●●
●
●
●
●●

●
●
●●●●
●
●
●●

●●●●

●

●●

●
●

●

●
●●

●
●

●●
●●

●

●
●

●

●

●
●
●

●

●

●

●●

●

●●

●
●

●

●

●

●
●
●
●
●
●
●

●●
●

●

●
●
●

●●

●●
●

●

●

●
●
●

●●
●●
●
●

●

●●

●

●●
●●

●

●

●

●

●
●

●●●
●●
●

●

●●●

●
●
●
●
●●
●●
●
●●●
●
●●
●●
●
●
●●●●●
●
●●●●●●●●●●

●

●

●●

●

●

●

●

●
●

●

●

●●●

●

●
●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●●●●●●●●●●●

●●

●

●

●

●●●

●

●●
●

●

●

●

●

●●

●

●

●

●●

●

●

●

●
●
●

●
●

●
●

●

●

●●

●

●

●

●
●

●●

●

●

●

●●
●

●

●●

●●
●
●
●

●

●

●

●
●

●

●
●

●●

●
●

●●

●
●

●

●

●●

●

●
●
●

●

●

●
●
●

●

●

●

●

●

●

●

●●

●
●●

●

●

●

●

●
●
●

●

●
●

●

●

●
●

●

●

●

●
●●

●
●

●
●●●
●
●

●
●
●
●
●

●

●

●
●

●

●

●●

●
●
●

●

●

●●

●

●

●
●

●

●

●

●

●●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●●

●

●

●
●

●
●

●
●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●
●

●
●

●

●●

●
●

●

●

●

●

●

●

●●

●●
●●

●

●
●●
●●
●

●

●

●

●

●
●●
●
●●●
●●
●●
●

●
●
●●●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●
●
●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●
●
●●
●
●●

●

●●●
●
●
●
●●
●
●
●

●

●
●
●●
●
●●●
●●
●●
●●
●

●

●
●
●
●●

●

●●
●
●
●
●●
●●

●

●●
●
●
●

●

●

●

●

●

●●
●
●
●●
●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●
●

●

●

●

●
●

●

●
●

●

●

●

●●●

●

●
●

●
●

●

●

●

●

●

●
●
●

●
●

●

●
●

●●

●

●

●

●●

●●

●

●

●

●

●
●
●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●●●

●

●

●
●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●●

●

●

●●

●

●

●

●

●●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●
●
●
●

●
●

●●
●

●

●●

●

●

●●

●

●
●●

●

●●

●

●

●

●

●
●
●

●●

●

●

●

●
●

●●

●
●●●
●●
●
●

●●

●

●

●●●
●

●

●
●

●

●
●
●●

●

●●
●

●

●●●●

●

●
●●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●
●
●
●
●
●
●

●

●

●
●

●●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●

●

●

●

●

●
●

●●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
●
●
●

●

●

●

●●
●

●

●

●
●

●

●
●

●
●

●

●

●

●

●
●

●

●●

●●

●

●●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●
●
●

●●●

●
●
●
●

●

●●
●

●

●

●

●

●

●
●

●

●
●
●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
●

●

●
●

●

●

●
●
●

●

●

●

●

●

●●

●●
●
●
●

●

●
●

●

●●

●
●

●

●

●
●

●●

●

●

●●
●

●

●

●

●

●

●
●
●
●●

●●

●●

●

●

●

●

●●
●

●

●

●●
●●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●
●

●

●

●

●

●

●
●

●

●
●
●
●

●●

●
●

●

●●
●

●

●

●

●

●
●

●
●
●

●
●

●●

●
●

●

●

●●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●●

●

●

●
●●

●
●

●
●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●

●
●
●

●●
●

●

●

●
●

●

●

●
●

●

●
●

●

●

●

●

●

●

●●

●
●
●
●
●●

●

●

●

●

●

●

●

●●

●
●

●●
●

●●●
●●
●
●
●●
●
●
●

●
●
●
●
●
●
●
●
●

●
●
●●
●
●●●●●●

●

●
●
●●
●
●

●●

●●●
●
●
●
●
●●
●
●
●
●●●●
●
●
●
●●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●

●

●

●

●
●
●
●
●
●
●●
●
●

●
●
●

●
●●●
●
●
●
●●
●
●
●

●
●
●
●
●

●

●●

●

●

●

●

●

●●●●

●

●●
●

●

●
●

●●●●●●●●●●●●

●●
●

●

●●●●

●

●
●●
●
●
●
●●

●

●

●
●
●
●●●
●

●

●

●

●

●
●●●
●●●

●

●
●

●

●

●

●
●

●

●

●

●
●●
●

●

●

●
●
●

●●

●
●

●
●

●

●

●

●

●

●

●
●
●
●

●

●

●
●

●
●

●
●

●
●

●

●

●
●

●
●

●
●
●

●

●

●

●

●
●
●●●●

●

●

●

●

●

●

●

●

●
●

●

●●

●
●●
●●
●

●●

●

●●

●

●

●
●
●

●●

●

●

●

●●
●

●

●

●
●

●

●

●
●

●●

●

●
●

●

●

●●

●

●

●

●

●●
●●

●
●

●

●

●

●

●

●
●
●

●
●
●●
●

●
●
●

●

●
●

●

●

●

●

●
●

●

●
●

●
●

●
●

●●

●

●

●

●●

●

●
●

●

●●
●

●
●●●

●

●

●●
●

●

●

●

●●
●
●
●

●●

●

●●
●

●
●

●
●
●

●●
●
●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●

●

●
●
●

●

●●

●
●

●

●

●

●

●●

●
●

●●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●●

●●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●
●●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●●●●

●●

●

●●

●
●

●

●

●

●

●

●

●

●
●

●
●

●
●

●●
●●

●
●
●

●●

●

●

●

●

●

●

●

●●

●

●

●●
●

●

●●

●

●

●

●

●

●

●

●●

●●

●
●

●

●●
●

●

●
●

●

●

●

●
●

●

●●

●
●

●
●

●

●
●

●

●

●
●

●

●
●
●

●

●

●
●

●

●

●

●
●

●

●

●
●
●

●

●

●
●●

●

●

●

●
●
●

●

●●●

●

●●

●

●

●
●●

●

●
●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●●
●
●
●

●

●

●

●

●

●

●
●
●
●

●
●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●
●

●
●

●
●
●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●
●

●

●
●

●
●
●

●

●

●

●●

●

●
●

●●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●
●

●

●

●

●

●
●●

●
●●

●

●

●
●

●

●

●

●
●

●

●

●●

●
●

●●●●●
●

●

●

●

●

●●●●
●

●●
●

●

●

●
●

●

●
●

●●

●
●
●

●

●●

●

●

●●

●●
●
●

●
●

●

●
●●
●
●

●

●
●●
●

●●●

●

●
●
●

●

●

●

●

●
●

●

●

●

●
●●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●

●

●

●

●

●

●●

●
●●●

●

●●

●

●

●
●
●

●

●

●●

●

●

●

●
●

●

●

●

●
●

●

●

●●●

●

●

●
●
●●

●

●

●

●
●

●

●
●
●

●

●

●
●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●●

●

●

●

●

●
●●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●
●
●
●
●
●

●

●

●●

●
●●

●

●

●
●

●

●
●

●

●

●
●●
●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●
●●

●

●
●

●●

●

●

●

●

●

●

●●●
●
●
●

●

●

●

●

●
●

●
●

●

●

●

●
●

●

●

●
●
●

●

●

●

●
●

●

●
●

●●
●

●

●

●

●
●

●

●

●

●

●●

●

●●
●

●

●

●

●
●

●

●
●●
●●
●
●
●

●

●

●

●

●

●

●
●
●

●●

●

●●

●●

●
●

●

●

●

●
●

●●
●

●

●
●
●

●

●●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●
●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●●●●●

●

●●●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●●

●

●●

●

●

●

●●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●
●
●

●

●

●

●●

●

●
●

●

●

●

●●●

●

●

●

●

●

●

●

●

●●●

●●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●

●
●

●●

●

●
●

●

●
●

●●

●●

●

●

●

●

●●

●●

●
●

●

●
●

●

●

●
●
●

●
●

●

●

●

●

●

●
●

●●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●
●

●●●
●●
●

●

●

●

●

●●

●●
●

●

●●●

●

●

●
●

●

●

●

●●

●●

●●

●

●

●
●
●
●●

●

●

●

●

●●

●
●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●●●

●

●

●●●

●

●
●
●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●
●
●
●●

●

●●

●
●
●
●

●

●
●
●

●

●

●

●
●

●
●

●
●

●

●
●
●
●

●

●●●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●
●

●

●●
●
●

●

●●●
●

●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●
●●
●
●

●

●

●

●

●

●●

●

●

●

●
●
●
●

●●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●
●
●

●

●

●●

●●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●
●
●
●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●
●●

●

●
●
●
●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●●

●

●

●●●●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●●●●

●●

●●●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●
●

●●
●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●
●
●
●●

●

●

●

●
●

●

●

●

●●
●

●

●

●

●
●
●
●

●

●

●
●

●

●●

●

●●
●●
●
●●
●

●

●

●

●

●
●
●

●

●
●●
●●

●

●

●
●

●

●
●

●
●

●

●●
●
●
●●
●●●

●
●●
●●●

●●●
●
●●●
●
●
●
●

●

●

●

●

●●
●

●

●

●

●●

●

●
●

●

●

●

●

●●

●

●●

●

●

●

●

●

●
●

●

●●

●

●
●

●
●

●
●
●

●●

●

●●

●

●

●
●
●

●

●●

●
●

●

●●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●
●

●●

●
●

●

●
●

●

●
●
●
●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●
●
●●

●●●
●●
●●
●●●●
●●●●●●●
●●
●
●
●●●
●
●
●
●●

●

●●
●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●●

●

●●●●

●

●

●

●

●

●

●
●
●●
●
●

●

●

●
●

●

●

●

●

●

●

●
●

●

●
●●

●

●

●●

●●

●

●

●

●
●
●

●

●●

●●●

●

●

●●

●
●●

●

●

●

●

●

●

●●

●

●

●

●●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●
●
●
●

●●

●●●●
●●

●●

●●

●

●

●

●
●●
●●

●

●

●

●

●

●

●
●

●●●

●●

●

●

●●
●
●

●

●●
●
●●●
●
●

●●

●

●

●

●

●●

●

●

●●
●

●

●
●
●
●

●●●

●

●●
●

●

●
●

●

●

●
●

●●●

●
●
●
●●
●●
●●

●

●
●●

●

●

●

●

●

●

●

●
●

●

●●

●
●●

●

●●
●●

●

●
●

●

●

●

●

●●

●
●

●
●

●
●●●●●●●●●●●
●
●
●
●●
●
●●●
●
●●●●
●●
●
●
●●
●
●●●●
●●
●●
●●
●●
●
●●●●
●
●●
●
●●●●●●
●●●
●●●●●●●
●
●
●
●●
●
●
●
●
●●
●●●●●
●●
●
●
●●
●
●●●●●●●
●
●●●●●●●●●●●●●●●
●●
●●●●●●

●

●

●

●●

●

●●●
●

●

●

●●

●

●
●

●

●●

●

●

●

●
●●●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●
●●

●
●

●
●●
●
●
●
●

●

●

●

●

●●
●

●●

●

●

●

●
●

●

●
●●

●●●

●
●

●

●

●

●

●●

●

●

●●

●
●

●

●

●

●
●

●

●

●
●
●

●

●
●

●
●●

●

●

●

●
●

●

●

●

●

●
●
●
●

●

●

●

●●

●

●

●

●

●
●

●

●
●

●

●

●●●

●

●
●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●●●

●
●

●

●

●●

●

●

●

●
●

●
●●

●

●

●
●

●

●

●

●●

●

●

●
●●

●

●

●
●

●

●

●

●

●●

●
●●
●

●

●●

●●

●

●

●

●

●
●

●
●

●

●

●

●

●
●
●
●
●

●

●
●●

●
●

●

●●

●
●
●

●

●

●

●●

●

●
●

●
●

●

●

●

●●

●

●
●

●

●
●●
●
●●

●

●

●
●
●

●

●
●

●●

●●
●
●

●

●
●

●

●

●
●●

●●

●

●

●●

●

●
●●

●

●

●●●

●
●

●

●
●
●
●

●

●

●
●
●
●

●

●

●

●●

●

●
●

●

●
●

●

●

●
●●
●

●
●

●

●
●

●●

●

●●

●

●

●
●

●

●

●●

●
●

●

●

●●●

●
●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●●●

●

●

●

●

●

●

●

●●

●●

●

●

●
●●

●

●●

●●●

●
●

●

●●

●●
●
●
●
●

●

●

●

●●

●●

●

●

●●●●

●●

●

●

●●●
●
●●●
●
●●●●●

●

●●●●●●
●
●
●

●

●●
●●●●●
●
●
●●
●●●●●●
●●
●●
●
●●●●
●●●●
●
●
●
●
●●
●
●
●●●
●●
●
●
●

●

●●●
●●●

●

●

●●
●
●
●●

●

●●
●

●

●
●●
●●●●

●●

●●
●

●

●●
●

●

●●●
●
●
●●

●
●

●
●●
●
●

●

●

●●●
●●●●●
●●
●
●
●
●
●●
●●
●
●
●●
●●●

●

●●
●
●
●●●●●●
●
●●
●●
●●
●
●●

●
●

●

●

●●
●●
●●●●●●●
●●

●

●●
●●●●

●

●
●●
●●●
●

●

●

●

●

●
●
●
●

●

●

●

●

●
●

●

●

●
●
●

●
●
●
●
●
●●

●

●

●

●
●
●
●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●

●
●

●

●

●

●
●

●
●
●

●

●●●
●●

●

●●

●

●
●

●

●

●

●
●

●
●

●

●●●
●

●
●

●
●
●

●
●●

●

●

●
●

●●

●

●
●●

●

●

●●
●

●

●

●
●

●

●

●
●

●

●

●
●

●●

●

●
●

●
●

●
●●

●

●
●

●

●

●

●

●●
●
●

●

●
●

●

●

●

●

●

●

●

●

●

●
●
●

●

●●
●

●

●●●●

●●
●
●
●

●

●●

●

●

●

●

●●
●

●

●●

●

●

●

●

●

●●

●●●

●
●●
●

●

●

●

●

●●

●

●

●

●

●●

●
●

●

●

●

●

●●●

●

●

●●

●●

●●
●

●

●●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●
●

●

●●

●

●
●
●
●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●
●●

●

●

●

●
●

●
●
●

●

●

●

●

●
●

●

●●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●

●

●
●

●
●

●
●●
●

●
●
●

●●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●●

●

●●

●

●
●

●

●
●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●
●

●

●

●

●

●●
●

●
●
●

●

●
●

●

●

●
●
●
●

●
●

●

●

●

●

●
●
●

●

●
●

●
●

●

●

●

●●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●●

●

●●●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●●

●

●

●●

●

●

●
●●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●
●

●

●●

●

●●●

●
●

●

●

●

●

●

●

●

●●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●●●

●

●

●●

●

●
●

●
●

●
●
●

●●
●●

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●

●
●

●●

●

●●

●

●

●

●

●
●●●

●

●●

●
●
●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●

●

●●

●
●
●

●

●
●

●
●

●

●
●

●

●●
●

●●

●
●
●

●●

●●
●
●
●
●

●

●

●

●
●

●

●●●
●

●
●

●

●

●●

●

●

●
●
●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●
●

●

●
●

●●

●

●

●

●

●

●

●

●
●
●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

● ●●●
●●●
●
●
●●●●
●●
●
●
●
●●●●●●●●
●●●●
●

●

●

●

●●

●●

●●

●
●

●●

●●

●
●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●●

●●

●

●

●
●
●●

●

●
●

●

●

●

●●●

●

●
●

●●
●

●

●●

●

●

●

●

●●

●

●

●

●

●

●
●

●●

●●

●
●
●
●

●

●
●
●
●●
●
●
●

●

●
●●●
●
●●●
●
●
●

●●●
●
●
●●●
●●●●●●

●●
●
●

●

●

●
●

●
●●●
●●●
●
●

●
●

●

●●

●●●●

●

●

●
●●

●

●

●
●

●

●

●

●●●

●

●

●●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●
●
●

●
●

●

●

●●

●

●

●
●
●
●

●

●

●

●

●●
●
●

●

●
●●

●

●
●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●
●

●

●

●
●

●

●

●

●

●
●

●

●
●

●

●

●
●

●
●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●●
●
●●

●●

●

●

●

●
●

●●

●
●

●

●●●●●
●
●●
●
●
●

●

●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●
●●
●
●
●●●
●

●

●●

●

●

●●

●

●

●

●

●●●
●
●

●●

●

●
●
●●

●

●●

●●

●

●

●

●

●

●

●

●

●
●
●

●

●
●

●
●

●

●
●

●

●

●
●
●
●

●●
●
●

●

●

●

●

●●
●

●

●
●●●●
●●

●

●●

●

●
●

●

●
●●●

●

●

●

●

●

●

●
●
●
●●

●

●

●

●
●
●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●
●

●●

●●

●

●

●

●

●
●
●●

●

●

●

●

●

●●

●

●

●

●
●●●
●

●

●
●
●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●
●

●●●
●

●

●

●

●
●

●●

●

●

●

●
●

●

●●

●

●

●

●
●
●

●

●

●

●

●

●

●

●●
●
●

●

●
●

●

●

●

●

●

●

●

●

●●
●

●
●●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●
●
●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●
●
●●●●
●

●●

●

●

●

●

●

●

●

●
●
●

●

●
●

●

●
●

●

●
●

●

●●

●
●

●
●

●

●
●

●

●
●

●●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●●
●

●

●

●
●

●
●

●

●
●

●
●

●

●

●
●
●
●

●

●

●

●
●

●

●
●

●
●

●
●

●
●

●

●

●
●

●

●

●

●

●
●
●

●

●

●●

●●●

●

●
●●

●
●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●●

●

●

●

●

●●
●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●

●

●
●

●●●
●
●
●●

●

●

●

●

●
●

●
●

●

●●
●

●

●●

●●

●

●

●

●

●
●

●
●
●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●
●
●

●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●●●●●

●●

●
●

●

●

●●
●

●
●

●
●

●

●

●

●

●●
●
●
●

●
●●●●
●
●
●
●
●●
●●●
●
●●
●
●
●

●
●●●
●●
●
●
●
●
●
●

●●●
●
●●
●●●●
●
●
●
●
●●
●●●
●
●
●
●
●●
●●
●
●●
●
●
●●
●
●●
●●●
●
●●●
●
●
●

●

●
●●●●●
●
●
●
●●●
●

●
●●●●●
●

●

●
●●●●●
●●
●
●
●●●
●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●●●●

●

●

●

●

●●●

●

●

●

●●

●●●●●●●●●●●●●●●●●

●●
●●
●
●
●●

●

●
●

●
●●●●

●

●
●
●●
●●
●
●

●

●

●●●●●

●

●

●

●
●

●

●●
●

●

●

●

●
●
●●

●

●●

●

●

●
●

●

●

●

●

●

●
●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●●

●

●

●●
●

●
●

●●
●

●

●

●

●
●

●

●

●
●

●

●

●●
●
●

●
●
●

●

●
●
●

●

●

●

●
●

●
●●

●

●

●

●

●

●●

●
●
●

●
●

●

●

●

●●

●

●

●

●

●
●●●●●

●

●●
●
●

●●

●●

●

●
●

●
●

●●
●
●

●

●
●
●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●
●
●

●
●

●

●●

●

●
●
●

●
●
●
●

●

●
●●
●

●

●

●
●
●

●●

●

●

●

●
●

●
●●

●

●

●

●
●●

●

●

●

●

●●
●●●

●

●

●

●

●
●●

●●

●

●
●

●

●
●
●

●●●

●

●

●

●
●●●●●
●
●
●●
●
●

●

●
●
●
●
●
●
●

●
●

●

●

●
●

●
●

●

●

●
●●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●

●
●

●
●

●

●

●●

●

●

●

●

●

●

●●
●
●●

●

●

●

●

●
●
●

●

●
●

●

●

●

●

●

●

●
●

●
●●
●
●

●

●

●

●

●

●
●●

●

●
●

●
●
●

●
●

●
●

●●

●

●
●
●

●

●

●●

●●

●

●

●

●

●
●

●

●●

●

●

●
●

●

●
●

●

●

●

●

●

●
●

●
●

●

●●●

●

●

●

●●

●

●

●
●

●

●

●

●

●●

●
●

●

●

●

●

●
●●

●

●

●
●

●

●
●

●
●

●

●
●

●
●

●

●
●

●

●●
●

●

●

●

●
●●

●
●●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●
●

●

●●

●

●

●

●

●

●

●●
●
●
●

●

●

●

●●●
●

●
●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●
●●
●
●●

●

●

●

●

●

●
●

●

●

●●●

●

●●

●

●

●

●

●

●

●

●

●

●
●
●
●

●

●●

●

●

●

●
●

●

●

●

●

●
●
●●

●●●

●

●

●

●

●

●
●
●

●
●
●
●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●
●
●

●
●

●

●
●

●

●
●●

●

●●

●

●
●
●●●

●

●

●
●
●
●●
●●
●●
●
●

●●

●

●●

●

●

●

●

●

●

●

●

●

●●
●●

●

●
●

●

●
●
●
●
●

●

●

●

●●

●●●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●
●

●

●

●
●
●

●

●

●
●
●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●
●

●
●●●

●
●

●●

●

●●●
●

●

●

●

●●

●

●

●

●

●
●

●

●
●

●
●●
●

●

●

●

●●

●

●●

●
●
●●

●

●

●

●

●●●

●

●
●
●
●
●

●

●

●

●

●

●

●●

●

●
●

●

●●
●
●
●

●
●

●

●

●

●

●
●
●

●

●
●

●
●
●
●

●●

●

●

●

●

●

●

●
●●●

●

●

●

●

●

●

●

●●

●●●
●

●

●
●●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●●●●●●●●

●
●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●
●
●

●

●●
●

●

●
●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●
●●
●

●●

●●

●

●

●●

●●

●

●

●

●

●
●

●

●●

●

●

●
●

●●
●

●

●
●

●

●

●●

●
●
●

●

●●

●●

●●
●

●

●

●

●

●●

●

●

●
●

●

●
●

●

●

●

●

●●

●
●

●

●

●

●

●
●

●

●●

●

●

●
●●●

●

●●

●

●

●

●●

●

●

●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●●●
●●
●

●

●

●

●

●

●

●

●●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●
●
●

●

●

●

●

●
●

●

●

●●

●

●
●

●

●

●

●

●

●

●
●
●
●

●
●

●

●

●●
●
●

●

●

●●

●

●●

●

●

●

●

●

●
●
●

●

●
●●

●

●

●

●
●
●
●

●

●

●

●

●
●

●

●●

●
●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●●
●

●

●

●

●●
●

●●●

●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●●●●
●●

●

●

●

●

●●

●

●

●
●

●
●●

●

●
●
●●

●

●

●

●
●
●
●

●

●
●●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●●

●

●

●●●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●●●

●

●
●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●
●

●●

●
●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●●

●●
●

●
●

●
●●
●

●
●

●

●

●

●

●

●

●●

●

●

●
●

●
●

●

●

●

●

●

●
●

●

●

●

●
●●

●

●●

●

●●
●
●

●

●

●

●●

●

●●

●●

●

●●

●●

●

●

●

●

●

●●

●●●●●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●●

●

●

●

●

●

●●●

●

●●

●●

●●

●

●●

●

●

●

●

●

●

●

●●

●

●●●●●

●●

●

●●

●
●

●●●

●

●

●●

●

●●

●●

●

●

●

●

●

●●

●
●●

●
●

●●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●●
●
●●●●●●

●

●
●
●

●
●●
●●●

●

●●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●●
●

●
●●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●●

●
●

●

●

●

●
●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●

●●

●●

●●

●●

●

●●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●●●

●

●

●

●

●

●

●●

●

●●

●

●●●●

●●●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●●

●

●

●

●
●●

●
●●●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●●

●
●

●

●

●●

●

●
●●

●

●

●
●●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●●

●
●

●

●
●
●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●●

●
●
●
●

●

●
●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●●

●●

●

●
●

●

●
●

●

●
●●●
●●●

●

●

●
●
●●
●
●

●

●●
●

●

●
●

●
●
●●●

●●

●

●

●
●

●

●

●

●

●
●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●

●
●

●
●
●
●

●

●
●

●

●

●

●

●
●

●

●●
●
●●

●●

●●

●

●●

●
●
●

●

●
●

●
●●
●
●
●
●

●

●

●
●

●

●

●

●

●

●

●

●●●

●

●

●●●
●●

●

●●
●

●
●

●

●●

●●

●●

●

●
●

●

●

●

●

●●

●
●●

●
●

●

●
●

●

●
●

●

●

●

●
●

●

●
●

●●
●

●

●
●

●

●
●
●

●
●
●

●

●

●
●
●
●
●

●

●

●
●
●●

●
●

●●●
●
●
●

●

●

●●

●

●●
●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●●
●
●

●●

●

●

●
●

●

●

●

●●

●

●●

●
●
●

●

●
●

●

●

●

●●

●

●●●

●

●

●

●●

●

●

●●
●
●

●

●
●

●

●

●

●

●
●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●
●
●
●
●
●
●

●

●

●
●●

●

●●

●

●

●●●

●●
●
●

●

●●

●●
●

●
●●

●
●

●●
●●

●●

●●

●

●

●

●

●

●
●

●●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●
●

●

●
●
●

●●
●
●

●

●

●

●●

●

●
●

●

●
●
●

●

●

●●

●

●

●●●●

●●

●

●
●
●

●●
●

●

●
●
●

●

●
●

●

●
●●●●

●●●●

●

●
●

●●●

●

●●

●●●

●
●

●
●

●

●

●

●
●

●

●●

●
●●
●

●

●●

●

●
●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●●

●

●●●●●●●●●

●

●●●●●●●●●●●●●

●●

●

●●●●●

●

●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●

●
●

●●●

●

●●●●●●●●●●●

●

●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●

●

●●

●

●
●
●

●

●●

●

●
●
●

●

●

●
●

●

●

●

●

●
●

●

●
●

●

●●

●●

●

●
●

●●

●
●
●
●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●
●●

●
●

●

●

●●

●
●

●
●

●

●

●

●
●●
●●
●

●

●

●●●

●●

●
●
●●
●

●●●

●
●
●
●

●
●●

●
●
●●●●

●

●
●

●

●●
●
●
●●
●●●

●

●

●●

●
●

●

●

●

●

●
●

●

●
●

●

●●
●

●
●

●

●

●●

●

●
●
●●

●

●●

●

●

●●

●

●

●

●
●

●

●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●●
●
●●
●

●

●
●

●

●

●
●

●

●

●
●

●●

●

●

●

●
●

●

●
●

●
●
●●

●
●

●

●
●●

●

●

●
●

●

●
●

●
●

●

●

●

●

●

●

●

●

●
●

●●

●
●

●

●

●

●

●

●●●

●

●

●
●

●

●
●

●●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●●●

●

●●●

●

●

●
●

●

●

●

●

●●
●

●
●

●

●

●

●

●

●

●●●
●

●

●
●
●
●
●

●●

●
●

●

●

●●

●●

●

●
●

●

●

●

●

●

●
●

●

●

●●

●●

●

●●

●

●●
●

●
●
●

●

●

●
●

●
●
●
●

●●

●

●

●

●

●

●●

●●
●●

●

●

●
●
●

●
●●

●
●

●
●●
●

●

●
●

●●

●

●●

●

●

●

●
●

●

●●

●

●
●
●

●

●

●●

●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●
●

●●●

●

●

●

●●

●

●

●

●●

●
●

●

●

●●

●

●

●
●

●

●

●
●

●

●
●

●

●
●

●●●

●

●
●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●
●●●

●●

●●
●
●●●

●
●

●

●
●

●
●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●
●
●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●●●

●

●

●
●
●●●
●●
●●●
●●●●
●
●●
●
●●
●●●

●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●

●

●●
●
●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●●

●

●●
●

●

●●

●

●

●
●

●

●

●

●

●

●

●●
●
●

●

●

●●

●

●

●

●●●

●

●

●

●

●
●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●
●
●
●
●●●
●
●●●
●●

●

●

●
●●●
●
●●
●

●
●
●
●
●

●
●
●
●
●
●●●
●

●

●●
●●●
●
●●●●
●●
●
●
●
●
●
●●
●
●●●●
●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●
●●
●

●

●

●

●

●

●●
●●
●

●

●
●
●
●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●
●

●

●

●●

●

●●●

●

●

●

●

●

●

●

●

●
●

●

●

●●●●
●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●●●

●

●
●

●●

●

●

●
●

●

●●

●

●
●

●●

●●

●

●●●

●

●

●●●
●

●
●

●

●

●
●
●
●
●

●
●

●

●

●

●

●

●

●
●

●

●
●●●
●

●

●
●●

●

●
●
●

●

●

●

●

●

●

●

●

●●

●●

●

●●

●

●●●

●
●

●
●

●

●
●
●
●
●

●

●

●

●

●
●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●
●

●

●

●

●●●●●●●

●

●

●●

●
●

●

●

●

●

●

●

●
●
●

●

●

●●
●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●
●

●
●
●

●

●

●●

●

●●

●
●

●

●

●●
●

●

●
●
●●
●
●

●

●

●

●
●

●

●
●

●

●●●

●
●

●

●

●

●
●

●

●

●
●
●●
●
●●
●
●
●
●●
●
●●●
●
●●
●
●
●
●●
●●●●●●
●
●
●●●
●
●●
●
●●●●
●
●●●●
●●●●
●
●
●●
●
●●●
●
●●
●●
●●●
●
●●
●●●
●
●●
●●
●
●●
●
●
●
●●
●
●●●●
●●
●
●
●
●
●
●
●●●●●
●
●●
●
●
●
●●●●●
●
●●●●●●
●●●
●
●●●●
●●
●●
●●●●●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●●
●
●●●●●●●
●
●
●●●
●
●
●
●
●●
●●●
●
●
●●●●●●
●
●
●
●●●●●
●
●●●●
●
●
●
●●
●●
●
●●
●
●
●
●●
●
●
●●●
●
●●●●●●●●●●
●●
●●
●●
●
●
●
●●
●●●
●
●●●
●
●●
●
●●●●●
●
●●●
●
●●●●
●
●●
●
●
●
●●●●●●●
●●●
●●
●
●
●
●●
●●
●●●●●●●●●
●
●●
●
●●●
●●
●●●
●
●●●
●
●
●●
●●●
●
●●●
●●●●
●
●
●●
●
●
●
●●●
●●
●●●
●
●
●●

●

●

●●

●

●

●
●
●●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●●

●

●

●
●●

●

●
●

●

●●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●●

●

●●●

●

●●

●

●

●

●

●●

●
●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●
●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●
●
●

●

●●

●

●

●●
●
●
●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●

●
●

●
●

●

●

●●

●

●

●
●

●

●

●

●

●

●●
●
●

●

●

●

●

●
●
●●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●
●

●

●

●

●

●●

●

●

●

●

●
●
●

●
●

●

●

●

●

●

●

●
●

●
●
●

●●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●●

●

●
●
●
●●

●

●
●●

●

●

●

●●

●

●

●

●●
●
●

●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●
●
●

●

●●
●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●
●

●

●

●

●

●

●
●

●

●

●●
●

●
●
●

●

●

●●

●

●

●
●

●

●●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●●●●

●

●

●●●

●

●

●

●●

●

●●

●●

●●●●●●●●●

●

●●●

●

●

●

●●

●

●

●●

●

●

●
●

●●●●●●●●

●
●

●●●●●●●

●

●

●

●

●●

●

●

●

●

●●●●

●

●●

●

●●●●

●●

●

●

●

●

●

●
●

●
●

●

●●●

●

●●
●
●●
●

●
●

●●
●

●

●●

●●

●

●

●
●
●
●

●

●

●

●

●

●

●

●●

●●

●
●

●

●

●●
●●
●

●

●
●

●

●●
●

●●

●

●

●●
●

●
●●
●●

●

●

●

●

●

●●●

●

●

●
●

●
●

●

●●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●●
●

●●●

●

●
●●

●

●

●

●
●
●●

●●

●

●

●

●

●●●

●●

●
●

●

●

●●
●
●
●●
●

●

●
●

●

●

●●
●

●
●

●●

●

●

●
●

●

●
●

●

●

●●
●

●●
●●
●
●

●

●
●

●●●

●●
●
●

●

●
●
●
●
●

●

●

●

●●●
●●

●

●

●

●
●

●

●
●●

●

●●●

●

●●
●
●

●

●
●●

●
●●

●
●

●

●
●

●
●
●

●●

●

●
●

●
●

●

●

●●●

●

●
●

●
●

●
●
●

●

●
●
●●

●

●

●●●

●

●

●
●

●

●●

●

●

●●
●
●
●

●

●

●

●

●

●

●

●

●
●
●
●

●
●

●

●

●
●

●●
●

●

●

●

●

●●

●

●
●

●
●●●●●●●

●●

●

●●

●●

●●

●●

●

●●

●

●●●●●

●

●●●

●

●●●●●●

●

●●

●

●●

●

●

●

●
●
●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●
●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●
●
●

●

●

●

●
●
●
●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●●
●

●
●

●

●

●

●

●

●

●

●

●
●
●
●

●

●

●●

●
●

●
●

●

●

●

●●

●
●
●

●●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●●
●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●●

●

●

●
●

●

●

●

●

●

●
●

●

●

●
●
●

●

●●

●

●

●

●
●

●
●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●
●

●

●

●●

●●

●

●

●

●
●

●

●
●

●

●
●
●

●

●

●
●

●

●
●●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●●

●

●

●
●

●
●●

●

●

●

●

●

●

●●

●●

●

●

●

●

●●
●

●

●

●●

●

●●

●
●

●

●●

●●
●
●●●
●
●●●

●

●●

●

●

●

●

●

●

●
●

●

●●
●●

●

●

●
●

●

●

●

●

●

●

●

●

●
●
●

●

●

●
●
●

●
●
●

●

●

●

●

●

●●●

●

●
●

●

●

●

●●

●
●

●●

●

●

●

●

●

●
●●
●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●
●

●
●●
●

●
●

●
●

●

●●●

●●
●●●

●

●

●
●
●

●

●
●
●

●

●

●

●
●
●

●

●
●●

●

●
●
●
●
●

●
●

●

●●

●

●

●
●

●
●
●
●
●

●
●
●
●

●
●
●
●
●
●
●

●

●●

●

●
●
●

●●●
●

●
●

●
●
●

●

●●
●

●

●
●
●

●●

●

●
●●
●
●
●
●

●
●

●

●

●

●

●
●

●
●
●●

●
●●

●
●

●
●

●●
●
●

●

●

●
●
●
●

●

●

●

●●
●
●●
●

●●

●
●
●

●

●
●●●●
●

●

●●●●●

●

●

●●

●
●
●●
●

●●

●

●
●
●

●
●●

●

●

●
●
●

●

●

●
●
●
●●●
●●

●●

●

●

●
●●●

●

●

●

●

●

●

●
●●
●
●●

●
●

●
●
●
●
●
●

●
●●
●

●●

●●
●●

●

●

●

●

●

●

●●

●

●●
●●
●

●●
●●●
●
●●

●
●

●●●●

●

●

●

●●

●

●
●

●●
●
●
●
●

●

●●

●
●

●
●●

●
●●
●

●

●
●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●●
●
●●

●

●

●●

●
●

●

●
●

●●

●

●

●●

●

●

●
●
●●●
●●
●
●
●

●●●
●●

●

●

●

●

●●

●
●●

●

●

●

●

●

●●●
●

●

●

●

●●●
●●●

●

●
●
●●

●●

●

●
●

●
●

●●

●

●
●
●
●
●●
●
●

●

●

●

●

●
●

●●

●
●

●

●

●

●

●●
●

●

●
●

●

●
●
●●●●●
●
●

●

●

●

●●
●

●
●●
●

●
●
●

●●

●

●●

●

●

●

●●
●
●
●
●●

●
●

●

●●●

●

●●

●

●

●

●

●

●

●
●

●
●

●

●

●

●
●
●
●

●

●

●

●

●

●

●

●
●

●●

●
●

●

●●●●

●

●

●

●
●

●
●
●

●

●
●

●●

●

●

●

●
●

●●

●
●

●●
●
●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●
●

●
●

●
●

●

●
●

●

●

●

●

●

●

●●●●

●●

●●
●
●
●●

●●

●

●

●

●●

●

●
●

●
●

●

●

●

●

●●

●
●

●

●
●
●●
●●

●

●●
●
●
●

●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●●
●

●

●

●

●

●
●

●

●
●

●

●
●
●
●●●

●
●

●

●

●●
●
●
●

●

●

●
●

●

●

●●

●
●

●●

●

●

●

●

●
●●

●

●●

●●●

●

●

●
●
●
●
●

●

●
●●●

●●

●

●

●

●

●

●

●
●●

●●●

●
●
●

●

●

●
●
●●

●

●

●

●

●
●

●

●

●
●

●

●
●
●

●●

●
●

●

●

●
●

●
●
●

●

●

●
●

●

●

●

●

●●
●

●
●

●

●
●
●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●●

●●

●
●

●

●
●

●

●
●
●●
●

●
●

●

●

●

●
●

●

●

●

●
●

●●

●

●

●●
●

●
●

●

●
●

●

●

●●

●●

●
●

●

●

●
●●●

●

●

●

●

●

●●●●●●
●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●●●

●
●

●
●
●
●

●

●

●

●
●

●
●

●

●
●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●●
●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●●

●
●
●

●●

●

●●●

●●
●
●
●

●●
●
●
●
●●
●

●
●
●
●●

●

●

●

●●
●

●

●

●
●

●
●
●

●

●

●

●

●●
●
●
●
●
●
●
●
●
●

●

●
●

●

●

●
●●●●●
●
●●

●●
●
●

●●●●
●

●

●●●
●
●

●

●

●
●
●
●
●●●

●

●
●
●
●

●

●
●

●
●

●●

●●
●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●●

●

●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●

●

●
●
●

●●

●

●

●

●

●●

●

●

●

●
●
●
●
●
●
●●●
●

●

●

●
●

●

●

●●
●

●●●
●
●
●
●

●
●
●

●●

●●
●●●

●
●●●

●

●●●
●●●●
●●●
●
●

●
●●●

●

●
●
●
●●

●●

●

●

●●

●
●
●

●

●
●●
●
●●
●
●●
●●
●●
●
●
●
●●
●●
●
●
●●
●

●

●●

●

●
●

●
●
●
●

●

●

●●
●
●
●

●
●

●
●●●

●

●

●
●
●

●

●

●

●
●
●●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●

●
●

●●

●

●
●

●

●

●●
●

●●●

●

●

●
●●●
●
●

●

●

●

●

●

●●

●

●

●

●

●
●

●●

●

●

●

●●

●

●

●

●

●●

●

●

●●

●

●

●●

●

●●

●

●

●
●

●

●

●

●●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●
●
●
●

●

●
●
●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●
●

●

●
●
●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●●

●

●
●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●

●●
●
●●

●
●
●

●
●

●

●●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●
●

●
●
●
●●
●
●

●
●

●●

●●
●

●

●
●
●

●

●
●●●●

●

●

●

●
●

●

●●

●

●
●
●
●
●
●
●
●
●
●
●
●
●●●
●

●

●
●
●

●

●

●
●

●

●●●

●

●

●

●

●
●

●
●

●

●
●
●

●

●

●●

●

●
●●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●
●

●

●●

●

●●●
●
●
●●

●

●●
●
●●

●

●●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●
●

●

●

●
●
●

●

●●

●
●

●

●
●
●
●

●

●

●●
●

●

●

●
●

●

●

●

●●●

●
●

●
●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●

●

●

●

●
●
●

●

●

●

●
●

●

●

●●●
●
●

●●

●

●

●●
●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●
●

●●

●

●
●

●

●

●

●●

●

●●

●

●●●
●
●●●●
●●
●●●●●
●
●
●
●●●

●

●●
●
●●

●●●●
●

●●
●●●

●●
●

●

●

●

●

●
●

●

●
●●

●

●

●●●

●●

●

●

●

●

●

●

●●

●

●●

●

●

●●

●
●
●
●
●
●●
●
●
●

●
●
●

●

●●●●
●

●

●
●●
●
●●
●

●
●●

●

●●
●
●●

●
●
●●

●●
●

●

●

●

●●●●
●
●●●

●

●
●

●

●
●●
●
●

●

●
●●

●

●

●
●
●
●

●●

●

●
●
●
●
●
●
●

●
●
●
●●
●

●

●
●

●

●

●

●●●
●

●
●

●

●
●

●●

●

●

●

●
●

●●

●

●●

●
●

●

●

●

●

●
●

●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●●
●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●
●
●

●

●

●

●●

●
●

●

●

●

●

●●●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●●
●

●

●

●

●

●
●
●

●

●

●
●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●●

●
●

●

●

●

●

●
●

●
●

●
●

●

●
●●

●●
●

●
●

●

●
●

●
●

●

●
●

●

●
●●
●●
●
●
●●●●●
●

●

●
●
●

●
●

●●●
●

●●
●

●

●

●●

●
●
●
●
●

●

●

●

●
●
●

●

●

●●●●

●
●●
●●
●

●

●

●

●

●●●●●

●
●

●

●●●●
●

●●

●

●●●●

●

●●

●

●

●
●●

●●●●

●

●

●

●
●
●
●●
●●●
●●
●
●●●
●●●
●

●
●

●

●

●
●

●

●●

●

●

●

●

●

●
●

●

●
●
●

●

●

●●

●●

●

●

●

●
●

●●
●

●

●

●

●

●

●
●
●●
●●

●

●

●●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●
●
●
●
●

●

●

●
●

●

●

●

●●●

●●
●

●

●

●

●●

●
●
●

●

●

●

●●

●●

●
●

●

●

●
●●●

●
●
●●●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●●
●
●
●

●

●

●
●
●
●

●
●
●
●

●

●

●

●

●
●

●

●

●

●

●

●●
●
●

●

●

●

●
●

●

●
●

●

●●

●

●

●●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●
●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●

●●
●

●

●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●
●●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●
●●

●

●

●

●

●

●

●●

●

●

●●

●
●

●
●

●●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●●

●

●●

●

●●

●
●

●
●

●

●
●

●

●

●●
●

●
●

●

●

●

●

●●
●

●

●

●

●

●
●
●
●

●

●
●

●

●

●

●

●

●●

●

●●

●

●

●

●●●

●

●●

●
●
●

●

●
●

●

●
●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●
●

●

●

●

●

●●

●
●
●

●

●

●

●
●●●
●
●●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●●
●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●
●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●
●

●●
●●
●
●

●

●
●●
●

●

●

●
●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●
●
●

●

●

●

●

●●

●

●●

●

●

●●

●

●

●

●

●

●

●

●●
●

●

●

●
●

●

●
●●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●●
●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●
●

●

●

●
●
●●●
●●
●
●

●

●
●●
●
●
●
●●
●●●
●

●

●●

●

●
●●
●●●●
●
●
●●
●
●●●
●●

●

●
●●●
●●●
●●●●

●

●
●
●●
●
●●
●●
●
●
●
●
●●●
●●
●●
●
●●
●●●●●
●●●●●●

●

●●●●

●

●

●

●●●●●●●

●

●

●

●

●

●●●●

●

●●●●●●

●●

●●

●

●

●

●●

●

●●●●●●

●
●

●

●

●●●

●

●
●

●●
●●●●

●

●
●

●
●●

●●
●

●

●

●
●

●
●

●

●●

●

●

●

●

●

●
●
●

●

●

●

●
●
●

●

●

●
●
●
●
●●

●

●
●
●●●

●

●

●●
●

●

●

●
●

●●

●

●

●

●
●

●

●
●
●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●
●

●

●
●●

●

●

●

●

●
●
●
●

●

●

G
T

G
P

G
B

G
E

T

G
E

P

G
E

B

G
R

E
T

G
R

E
P

G
R

E
B

H
G

S
T

H
G

S
P

H
G

S
B

S
im

T

S
im

P

S
im

B

0

10

20

30

40

50

Boxplot − SSR_FC −  TaRGeT synthetics 

S
S

R
_
F

C
 (

%
)

Reduction StrategyCoverage Criterion

Figure A.9: Boxplots considering SSR_FC metric for SQ1
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Figure A.10: Boxplots considering SSR_FC metric for SQ2
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Figure A.11: Boxplots considering SSR_FC metric for SQ3
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Figure A.12: Boxplots considering SSR_FC metric for SQ4
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A.7.4 Mann-Whitney test and Â12 effect size measurement

Study Question 1

Table A.51: Mann-Whitney and Â12 effect size measurements for CB configuration

CB real CB synthetics

Comparison ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GP 0.432 GP Small (0.4916) 4.565e-164 GP Small (0.4395)

GT and GB 2.658e-26 GT Medium (0.6039) 0.000 GT Large (0.7386)

GP and GB 6.402e-29 GP Medium (0.6122) 0.000 GP Large (0.7758)

GET and GEP 1.552e-121 GET Large (0.8397) 0.000 GEP Small (0.4446)

GET and GEB 1.172e-66 GET Large (0.8151) 0.000 GEB Small (0.4509)

GEP and GEB 0.2859 GEP Small (0.5097) 8.147e-1 GEP Small (0.5069)

GRET and GREP 5.46e-118 GRET Large (0.8165) 0.000 GREP Small (0.4542)

GRET and GREB 2.994e-144 GRET Large (0.9142) 0.000 GREB Small (0.4573)

GREP and GREB 2.468e-19 GREP Medium (0.62) 1.616e-19 GREP Small (0.5038)

HGST and HGSP 1.36e-2 HGST Medium (0.6533) 0.000 HGSP Large (0.2972)

HGST and HGSB 4.241e-29 HGST Large (0.6858) 0.000 HGSB Large (0.1426)

HGSP and HGSB 0.02356 HGSP Small (0.542) 0.000 HGSB Medium (0.3644)

SimT and SimP 4.722e-185 SimT Large (1.000) 0.000 SimP Large (0.0249)

SimT and SimB 1.834e-15 SimB Large (0.05431) 0.000 SimB Large (0.1833)

SimP and SimB 1.127e-169 SimB Large (0) 0.000 SimP Large (0.7811)
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Table A.52: Mann-Whitney and Â12 effect size measurements for PDFSam configuration

PDFSam real PDFSam synthetics

Comparison ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GP 0.1127 GT Small (0.5145) 1.189e-1 GP Small (0.4879)

GT and GB 5.423e-35 GB Large (0.2946) 0.000 GT Large (0.7596)

GP and GB 1.005e-46 GB Large (0.2789) 0.000 GP Large (0.7664)

GET and GEP 3.189e-08 GEP Small (0.4608) 0.000 GET Small (0.545)

GET and GEB 3.219e-07 GEB Small (0.4629) 1.67e-273 GET Small (0.5417)

GEP and GEB 0.9564 GEP Small (0.5034) 0.3629 GEB Small (0.4981)

GRET and GREP 2.086e-08 GREP Small (0.4608) 0.000 GRET Small (0.5646)

GRET and GREB 3.492e-08 GREB Small (0.4861) 0.000 GRET Small (0.5592)

GREP and GREB 0.9229 GREP Small (0.5174) 0.3854 GREB Small (0.4957)

HGST and HGSP 0.02755 HGST Small (0.5408) 2.409e-89 HGSP Small (0.4584)

HGST and HGSB 4.143e-06 HGST Small (0.5662) 0.000 HGSB Medium (0.3523)

HGSP and HGSB 0.02249 HGSP Small (0.5254) 0.000 HGSB Small (0.4127)

SimT and SimP 0.001127 SimP Small (0.4493) 0.000 SimP Large (0.1944)

SimT and SimB 0.2842 SimT Small (0.5235) 0.000 SimB Large (0.2474)

SimP and SimB 2.647e-05 SimP Small (0.5607) 7.766e-2 SimB Small (0.4814)

Table A.53: Mann-Whitney and Â12 effect size measurements for TaRGeT configuration

TaRGeT real TaRGeT synthetics

Comparison ρ-value Superior Effect Size ρ-value Superior Effect Size

GT and GP 5.483e-63 GT Large (0.714) 5.976e-09 GT Small (0.511)

GT and GB 3.726e-94 GT Large (0.7359) 0.000 GT Medium (0.6106)

GP and GB 8.323e-07 GP Small (0.5068) 0.000 GP Medium (0.6008)

GET and GEP 7.015e-166 GET Large (1.000) 6.608e-67 GET Small (0.541)

GET and GEB 7.249e-166 GET Large (1.000) 6.949e-77 GET Small (0.5441)

GEP and GEB 0.05218 GEB Small (0.4763) 0.02462 GEP Small (0.5035)

GRET and GREP 7.013e-166 GRET Large (1.000) 1.814e-89 GRET Small (0.5507)

GRET and GREB 5.055e-166 GRET Large (1.000) 1.802e-183 GRET Small (0.561)

GREP and GREB 0.477 GREP Small (0.5076) 2.95e-13 GREP Small (0.5077)

HGST and HGSP 2.131e-166 HGST Large (1.000) 4.57e-42 HGST Small (0.5123)

HGST and HGSB 2.556e-166 HGST Large (0.9999) 2.349e-2 HGST Small (0.504)

HGSP and HGSB 0.003626 HGSB Small (0.4536) 0.07147 HGSB Small (0.4932)

SimT and SimP 4.198e-176 SimT Large (1.000) 4.799e-86 SimP Small (0.4567)

SimT and SimB 4.198e-176 SimT Large (1.000) 2.438e-17 SimB Small (0.4317)

SimP and SimB NaN None NO effect (0.5) 0.01233 SimB Small (0.4734)
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Study Question 2

Table A.54: Mann-Whitney and Â12 effect size measurements for CB configuration

CB real CB synthetics

Comparison ρ-value Superior Effect Size ρ-value Superior Effect Size

A
ll

-t
ra

ns
it

io
ns

(T
)

GT and GET 0.2219 GET Small (0.4455) 0.000 GT Large (0.7931)

GT and GRET 0.8146 GRET Small (0.4479) 0.000 GT Large (0.8194)

GT and HGST 7.595e-05 GT Small (0.5388) 0.000 HGST Large (0.2928)

GT and SimT 5.938e-06 GT Small (0.5064) 6.599e-24 SimT Small (0.4877)

GET and GRET 0.01419 GRET Small (0.4443) 3.251e-52 GET Small (0.5316)

GET and HGST 5.152e-12 GET Large (0.6711) 0.000 HGST Large (0.07919)

GET and SimT 6.832e-50 GET Medium (0.6644) 0.000 SimT Large (0.2007)

GRET and HGST 4.492e-09 GRET Large (0.6729) 0.000 HGST Large (0.0636)

GRET and SimT 6.509e-81 GRET Large (0.7457) 0.000 SimT Large (0.1746)

HGST and SimT 0.2563 SimT Medium (0.377) 0.000 HGST Large (0.6759)

A
ll

-t
ra

ns
it

io
n-

pa
ir

s
(P

)

GP and GEP 8.653e-38 GP Medium (0.6223) 0.000 GP Large (0.7695)

GP and GREP 2.592e-27 GP Small (0.5851) 0.000 GP Large (0.8071)

GP and HGSP 6.835e-35 GP Medium (0.6638) 0.000 HGSP Large (0.2483)

GP and SimP 7.164e-80 GP Large (0.679) 0.000 SimP Large (0.02664)

GEP and GREP 8.946e-11 GREP Small (0.4179) 1.174e-80 GEP Small (0.5392)

GEP and HGSP 0.002813 GEP Medium (0.6172) 0.000 HGSP Large (0.07896)

GEP and SimP 2.666e-73 GEP Medium (0.661) 0.000 SimP Large (0.005023)

GREP and HGSP 1.207e-10 GREP Medium (0.656) 0.000 HGSP Large (0.06048)

GREP and SimP 1.487e-115 GREP Large (0.7385) 0.000 SimP Large (0.003678)

HGSP and SimP 0.000365 SimP Small (0.407) 0.000 SimP Large (0.05977)

B
i-

cr
it

er
ia

(B
)

GB and GEB 0.4647 GEB Small (0.4894) 0.4564 GB Small (0.5013)

GB and GREB 0.03687 GB Small (0.5098) 5.018e-95 GB Small (0.5379)

GB and HGSB 3.981e-11 GB Medium (0.6481) 0.000 HGSB Large (0.03116)

GB and SimB 2.459e-142 SimB Large (0.04454) 0.000 SimB Large (0.0668)

GEB and GREB 0.002379 GEB Small (0.5211) 1.126e-88 GEB Small (0.5366)

GEB and HGSB 1.858e-12 GEB Medium (0.6535) 0.000 HGSB Large (0.03071)

GEB and SimB 2.847e-139 SimB Large (0.0482) 0.000 SimB Large (0.06636)

GREB and HGSB 3.318e-06 GREB Medium (0.6353) 0.000 HGSB Large (0.02158)

GREB and SimB 2.272e-165 SimB Large (0) 0.000 SimB Large (0.05381)

HGSB and SimB 1.424e-143 SimB Large (0.08941) 0.000 SimB Small (0.4106)
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Table A.55: Mann-Whitney and Â12 effect size measurements for PDFSam configuration

PDFSam real PDFSam synthetics

Comparison ρ-value Superior Effect Size ρ-value Superior Effect Size

A
ll

-t
ra

ns
it

io
ns

(T
)

GT and GET 1.566e-26 GET Large (0.3126) 0.000 GT Large (0.7553)

GT and GRET 5.114e-28 GRET Large (0.3082) 0.000 GT Large (0.7547)

GT and HGST 1.617e-08 HGST Medium (0.3927) 1.172e-276 HGST Small (0.4122)

GT and SimT 2.567e-15 SimT Medium (0.3703) 0.000 SimT Medium (0.3389)

GET and GRET 0.1498 GRET Small (0.4819) 0.08026 GET Small (0.5031)

GET and HGST 7.578e-12 GET Medium (0.6199) 0.000 HGST Large (0.1595)

GET and SimT 4.564e-07 GET Medium (0.6547) 0.000 SimT Large (0.1271)

GRET and HGST 3.398e-13 GRET Medium (0.6278) 0.000 HGST Large (0.1612)

GRET and SimT 2.144e-07 GRET Medium (0.6615) 0.000 SimT Large (0.1293)

HGST and SimT 0.09227 SimT Small (0.4825) 0.000 SimT Small (0.4103)

A
ll

-t
ra

ns
it

io
n-

pa
ir

s
(P

)

GP and GEP 4.638e-46 GEP Large (0.2772) 0.000 GP Large (0.77)

GP and GREP 2.139e-48 GREP Large (0.2718) 0.000 GP Large (0.7849)

GP and HGSP 2.926e-08 HGSP Small (0.4102) 0.000 HGSP Medium (0.3859)

GP and SimP 3.9e-30 SimP Medium (0.3424) 0.000 SimP Large (0.06251)

GEP and GREP 0.5146 GREP Small (0.4866) 1.008e-07 GEP Small (0.5238)

GEP and HGSP 1.17e-23 GEP Large (0.6737) 0.000 HGSP Large (0.1533)

GEP and SimP 0.2397 GEP Small (0.5222) 0.000 SimP Large (0.01828)

GREP and HGSP 1.082e-25 GREP Large (0.6813) 0.000 HGSP Large (0.1419)

GREP and SimP 0.07364 GREP Small (0.53) 0.000 SimP Large (0.01516)

HGSP and SimP 8.42e-12 SimP Small (0.408) 0.000 SimP Large (0.1027)

B
i-

cr
it

er
ia

(B
)

GB and GEB 0.8799 GB Small (0.5021) 0.9922 GB Small (0.5016)

GB and GREB 0.1018 GB Small (0.5006) 3.128e-10 GB Small (0.5224)

GB and HGSB 1.103e-36 GB Large (0.6972) 0.000 HGSB Large (0.1041)

GB and SimB 1.229e-11 GB Large (0.7003) 0.000 SimB Large (0.06339)

GEB and GREB 0.2069 GREB Small (0.4991) 6.299e-10 GEB Small (0.5209)

GEB and HGSB 9.854e-37 GEB Large (0.6969) 0.000 HGSB Large (0.1031)

GEB and SimB 4.26e-11 GEB Large (0.6983) 0.000 SimB Large (0.06301)

GREB and HGSB 5.968e-40 GREB Large (0.701) 0.000 HGSB Large (0.08912)

GREB and SimB 4.707e-13 GREB Large (0.6865) 0.000 SimB Large (0.05843)

HGSB and SimB 1.576e-09 SimB Small (0.4147) 0.000 SimB Large (0.2053)
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Table A.56: Mann-Whitney and Â12 effect size measurements for TaRGeT configuration

TaRGeT real TaRGeT synthetics

Comparison ρ-value Superior Effect Size ρ-value Superior Effect Size

A
ll

-t
ra

ns
it

io
ns

(T
)

GT and GET 2.725e-98 GET Large (0.1731) 0.000 GT Small (0.5815)

GT and GRET 2.682e-114 GRET Large (0.1402) 0.000 GT Small (0.5723)

GT and HGST 9.196e-95 HGST Large (0.1755) 7.519e-147 HGST Small (0.4519)

GT and SimT 7.541e-120 SimT Large (0.1315) 0.000 SimT Medium (0.3459)

GET and GRET 5.105e-21 GRET Medium (0.3666) 1.198e-22 GRET Small (0.4876)

GET and HGST 0.001992 GET Small (0.5148) 0.000 HGST Medium (0.375)

GET and SimT 2.874e-27 SimT Large (0.3096) 0.000 SimT Large (0.2719)

GRET and HGST 8.884e-45 GRET Medium (0.6664) 0.000 HGST Medium (0.3828)

GRET and SimT 0.08093 SimT Small (0.4412) 0.000 SimT Large (0.2784)

HGST and SimT 2.923e-78 SimT Large (0.2006) 0.000 SimT Medium (0.3953)

A
ll

-t
ra

ns
it

io
n-

pa
ir

s
(P

)

GP and GEP 2.087e-09 GP Small (0.5181) 0.000 GP Small (0.5992)

GP and GREP 2.323e-07 GP Small (0.5067) 0.000 GP Small (0.5973)

GP and HGSP 7.648e-44 GP Medium (0.6644) 8.047e-115 HGSP Small (0.451)

GP and SimP 9.003e-125 GP Large (0.872) 0.000 SimP Large (0.2813)

GEP and GREP 0.112 GREP Small (0.4784) 0.1711 GREP Small (0.4976)

GEP and HGSP 1.224e-40 GEP Large (0.7092) 0.000 HGSP Medium (0.3588)

GEP and SimP 7.232e-173 GEP Large (1.000) 0.000 SimP Large (0.2051)

GREP and HGSP 5.721e-46 GREP Large (0.7209) 0.000 HGSP Medium (0.3609)

GREP and SimP 9.904e-172 GREP Large (1.000) 0.000 SimP Large (0.2063)

HGSP and SimP 5.292e-99 HGSP Large (0.7845) 0.000 SimP Large (0.3283)

B
i-

cr
it

er
ia

(B
)

GB and GEB 0.9461 GEB Small (0.4971) 0.2561 GB Small (0.5009)

GB and GREB 0.4447 GB Small (0.5066) 1.878e-05 GB Small (0.5026)

GB and HGSB 5.835e-26 GB Large (0.6892) 0.000 HGSB Medium (0.3413)

GB and SimB 8.504e-172 GB Large (1.000) 0.000 SimB Large (0.1856)

GEB and GREB 0.4314 GEB Small (0.5097) 0.0003883 GEB Small (0.5018)

GEB and HGSB 2.701e-26 GEB Large (0.6917) 0.000 HGSB Medium (0.3392)

GEB and SimB 1.257e-171 GEB Large (1.000) 0.000 SimB Large (0.1833)

GREB and HGSB 9.064e-26 GREB Large (0.6857) 0.000 HGSB Medium (0.3322)

GREB and SimB 4.412e-172 GREB Large (1.000) 0.000 SimB Large (0.1747)

HGSB and SimB 7.523e-124 HGSB Large (0.8485) 0.000 SimB Large (0.3049)



A.7 Scattering (SSR_FC) 166

Study Question 3

Table A.57: Mann-Whitney and Â12 effect size measurements for CB configuration

CB real CB synthetic

Comparison ρ-value Superior Effect Size Comparison ρ-value Superior Effect Size

GP and GET 0.7304 GET Small (0.4519) GP and GEP 0.000 GP Large (0.7695)

GP and GRET 0.5743 GRET Small (0.4542) GP and GREP 0.000 GP Large (0.8071)

GP and HGST 1.557e-06 GP Small (0.5481) GP and HGSB 0.000 HGSB Large (0.1601)

GP and SimB 5.256e-74 SimB Large (0.229) GP and SimP 0.000 SimP Large (0.02664)

GET and GRET 0.01419 GRET Small (0.4443) GEP and GREP 1.174e-80 GEP Small (0.5392)

GET and HGST 5.152e-12 GET Large (0.6711) GEP and HGSB 0.000 HGSB Large (0.03706)

GET and SimB 1.405e-109 SimB Large (0.1428) GEP and SimP 0.000 SimP Large (0.005023)

GRET and HGST 4.492e-09 GRET Large (0.6729) GREP and HGSB 0.000 HGSB Large (0.02707)

GRET and SimB 2.839e-126 SimB Large (0.1567) GREP and SimP 0.000 SimP Large (0.003678)

HGST and SimB 2.327e-100 SimB Large (0.1474) HGSB and SimP 0.000 SimP Large (0.08563)

Table A.58: Mann-Whitney and Â12 effect size measurements for PDFSam configuration

PDFSam real PDFSam synthetic

Comparison ρ-value Superior Effect Size Comparison ρ-value Superior Effect Size

GB and GEP 0.5339 GEP Small (0.499) GP and GET 0.000 GP Large (0.7624)

GB and GREP 0.2047 GREP Small (0.4859) GP and GRET 0.000 GP Large (0.7619)

GB and HGST 1.645e-20 GB Medium (0.6437) GP and HGSB 0.000 HGSB Large (0.2891)

GB and SimP 0.497 GB Small (0.5197) GP and SimB 0.000 SimB Large (0.136)

GEP and GREP 0.5146 GREP Small (0.4866) GET and GRET 0.08026 GET Small (0.5031)

GEP and HGST 1.034e-20 GEP Medium (0.6444) GET and HGSB 0.000 HGSB Large (0.0917)

GEP and SimP 0.2397 GEP Small (0.5222) GET and SimB 0.000 SimB Large (0.05781)

GREP and HGST 8.794e-22 GREP Medium (0.6523) GRET and HGSB 0.000 HGSB Large (0.0915)

GREP and SimP 0.07364 GREP Small (0.53) GRET and SimB 0.000 SimB Large (0.05754)

HGST and SimP 2.545e-08 SimP Small (0.4314) HGSB and SimB 0.000 SimB Large (0.2053)

Table A.59: Mann-Whitney and Â12 effect size measurements for TaRGeT configuration

TaRGeT real TaRGeT synthetic

Comparison ρ-value Superior Effect Size Comparison ρ-value Superior Effect Size

GT and GET 2.725e-98 GET Large (0.1731) GT and GET 0.000 GT Small (0.5815)

GT and GRET 2.682e-114 GRET Large (0.1402) GT and GRET 0.000 GT Small (0.5723)

GT and HGST 9.196e-95 HGST Large (0.1755) GT and HGST 7.519e-147 HGST Small (0.4519)

GT and SimT 7.541e-120 SimT Large (0.1315) GT and SimB 0.000 SimB Large (0.2677)

GET and GRET 5.105e-21 GRET Medium (0.3666) GET and GRET 1.198e-22 GRET Small (0.4876)

GET and HGST 0.001992 GET Small (0.5148) GET and HGST 0.000 HGST Medium (0.375)

GET and SimT 2.874e-27 SimT Large (0.3096) GET and SimB 0.000 SimB Large (0.191)

GRET and HGST 8.884e-45 GRET Medium (0.6664) GRET and HGST 0.000 HGST Medium (0.3828)

GRET and SimT 0.08093 SimT Small (0.4412) GRET and SimB 0.000 SimB Large (0.1952)

HGST and SimT 2.923e-78 SimT Large (0.2006) HGST and SimB 0.000 SimB Large (0.3223)
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Study Question 4

Table A.60: Mann-Whitney and Â12 effect size measurements for CB configuration

CB real CB synthetic

Comparison ρ-value Superior Effect Size Comparison ρ-value Superior Effect Size

GRET and GP 0.7304 GRET Small (0.5481) HGST and SimP 0.000 SimP Large (0.01975)

GRET and SimB 1.405e-109 SimB Large (0.1428) HGST and SimB 0.000 SimB Large (0.211)

GP and SimB 5.256e-74 SimB Large (0.229) SimP and SimB 0.000 SimP Large (0.7811)

Table A.61: Mann-Whitney and Â12 effect size measurements for PDFSam configuration

PDFSam real PDFSam synthetic

Comparison ρ-value Superior Effect Size Comparison ρ-value Superior Effect Size

GRET and GREP 2.086e-08 GREP Small (0.4608) SimT and SimP 0.000 SimP Large (0.1944)

GRET and GB 2.94e-05 GB Small (0.4703) SimT and SimB 0.000 SimB Large (0.2474)

GREP and GB 0.2047 GREP Small (0.5141) SimP and SimB 7.766e-20 SimB Small (0.4814)

Table A.62: Mann-Whitney and Â12 effect size measurements for TaRGeT configuration

TaRGeT real TaRGeT synthetic

Comparison ρ-value Superior Effect Size Comparison ρ-value Superior Effect Size

SimT and GP 2.756e-166 SimT Large (1.000) SimT and SimP 4.799e-86 SimP Small (0.4567)

SimT and GEB 4.225e-169 SimT Large (1.000) SimT and SimB 2.438e-170 SimB Small (0.4317)

GP and GEB 4.986e-07 GP Small (0.506) SimP and SimB 0.01233 SimB Small (0.4734)
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A.7.5 The minimum, maximum, median and average

Table A.63: The minimum, maximum, median and average for CB real

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

GT 0.00 8.696 49.28 10.21 9.136

GET 5.797 8.696 34.78 9.935 4.656

GRET 7.246 8.696 11.59 9.386 1.613

HGST 0.00 5.797 43.48 8.649 7.911

SimT 7.246 7.246 10.14 7.977 1.259

All-transition-pairs (P)

GP 0.00 8.696 52.17 10.54 9.36

GEP 1.449 5.797 10.14 5.672 2.475

GREP 2.899 5.797 10.14 6.441 2.476

HGSP 0.00 2.899 40.58 5.878 6.964

SimP 4.348 4.348 4.348 4.348 0.00

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

GB 0.00 5.797 36.23 6.361 5.081

GEB 0.00 5.797 34.78 6.525 5.215

GREB 1.449 5.797 8.696 5.326 2.301

HGSB 0.00 2.899 37.68 5.161 6.468

SimB 10.14 23.19 31.88 19.3 8.253
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Table A.64: The minimum, maximum, median and average for CB synthetics

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

GT 0.00 5.385 60.45 7.602 7.43

GET 0.00 0.7463 23.88 2.184 3.825

GRET 0.00 0.00 23.88 1.787 3.422

HGST 0.00 11.48 39.84 11.23 5.222

SimT 0.00 5.738 55.73 8.724 9.198

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

GP 0.00 6.923 62.71 9.587 9.042

GEP 0.00 0.7692 65.67 3.36 5.281

GREP 0.00 0.7634 46.27 2.65 4.701

HGSP 0.00 16.15 68.42 17.08 8.809

SimP 3.968 51.49 75.37 47.26 14.67

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

GB 0.00 0.7692 70.68 3.189 5.016

GEB 0.00 0.7692 73.88 3.161 4.97

GREB 0.00 0.7463 61.19 2.521 4.378

HGSB 0.00 19.49 70.15 21.05 8.402

SimB 0.00 23.85 74.63 27.73 18.88
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Table A.65: The minimum, maximum, median and average for PDFSam real

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

GT 0.00 11.68 81.75 16.34 14.43

GET 15.33 20.44 28.47 20.61 3.108

GRET 15.33 20.44 28.47 20.84 3.182

HGST 1.46 17.52 69.34 19.15 11.26

SimT 1.46 16.79 67.15 20.78 12.93

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

GP 0.00 11.68 72.99 15.36 13.28

GEP 13.14 20.44 56.2 22.49 7.038

GREP 13.87 21.17 61.31 22.95 7.643

HGSP 0.00 15.33 67.15 18.41 12.71

SimP 0.00 21.17 72.99 22.49 14.16

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

GB 13.14 21.17 59.12 22.37 6.913

GEB 13.14 20.44 82.48 22.41 7.151

GREB 13.14 20.44 84.67 23.03 8.279

HGSB 0.00 14.6 78.1 17.06 11.83

SimB 0.00 15.33 67.15 20.34 12.03
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Table A.66: The minimum, maximum, median and average for PDFSam synthetics

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

GT 0.00 14.36 92.38 18.91 16.47

GET 0.00 4.698 88.67 7.081 9.18

GRET 0.00 4.667 86.41 7.084 9.048

HGST 0.5618 20.44 86 24.05 18.45

SimT 1.685 24.42 90 33.3 25.94

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

GP 0.00 15.04 85.08 19.88 17.4

GEP 0.00 3.371 86.49 7.489 11.81

GREP 0.00 3.175 86.45 6.834 11

HGSP 0.00 23.33 86.36 27.15 19.55

SimP 4.762 66.02 88.76 62.87 18.1

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

GB 0.00 3.623 84.96 7.659 12.02

GEB 0.00 3.623 86.36 7.601 11.91

GREB 0.00 3.361 85.81 6.798 10.91

HGSB 0.00 30.87 90 31.56 16.22

SimB 0.00 71.15 91.98 59.61 26.77
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Table A.67: The minimum, maximum, median and average for TaRGeT real

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

GT 0.00 4.878 29.27 6.76 6.095

GET 8.537 12.2 20.73 12.79 2.683

GRET 10.98 13.41 21.95 14.07 2.726

HGST 7.317 12.2 21.95 12.44 1.832

SimT 13.41 13.41 14.63 14 0.6097

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

GP 0.00 2.439 9.756 2.612 2.432

GEP 1.22 1.22 4.878 2.054 1.057

GREP 1.22 2.439 4.878 2.133 1.072

HGSP 0.00 1.22 7.317 1.237 1.446

SimP 0.00 0.00 0.00 0.00 0.00

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

GB 1.22 2.439 4.878 2.137 1.09

GEB 1.22 2.439 4.878 2.134 1.056

GREB 1.22 1.22 4.878 2.095 1.039

HGSB 0.00 1.22 8.537 1.495 1.671

SimB 0.00 0.00 0.00 0.00 0.00
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Table A.68: The minimum, maximum, median and average for TaRGeT synthetics

All-transitions (T)

Strategy Minimum Median Maximum Average Standard Deviation

GT 0.00 4.301 47.33 5.999 6.033

GET 0.00 3.125 46.6 4.127 4.212

GRET 0.00 3.333 43.62 4.2 4.104

HGST 0.00 5.05 40.87 7.552 7.516

SimT 0.00 8.081 44.66 10.84 9.433

All-transition-pairs (P)

Strategy Minimum Median Maximum Average Standard Deviation

GP 0.00 4.04 46 5.713 5.755

GEP 0.00 2.299 39.13 4.068 4.965

GREP 0.00 2.273 39.13 4.091 4.982

HGSP 0.00 5.556 46.67 6.817 6.417

SimP 0.00 9.876 56.67 12.08 9.982

Bi-criteria (B)

Strategy Minimum Median Maximum Average Standard Deviation

GB 0.00 2.273 39.13 4.058 4.982

GEB 0.00 2.299 39.13 3.997 4.874

GREB 0.00 2.273 39.13 3.796 4.54

HGSB 0.00 4.854 47.33 6.93 6.505

SimB 0.00 10.84 56.67 12.51 9.171
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A.7.6 Ordering of effectiveness

Study Question 1

Table A.69: Ordering of effectiveness for each reduction strategy associated with all coverage crite-

ria

CB real CB synthetics

GP > GT > GB GP > GT > GB

GET > GEP > GEB GEP > GEB > GET

GRET > GREP > GREB GREP > GREB > GRET

HGST > HGSP > HGSB HGSB > HGSP > HGST

SimB > SimT > SimB SimP > SimB > SimT

PDFSam real PDFSam synthetics

GB > GT > GP GP > GT > GB

GEP > GEB > GET GET > GEB > GEP

GREP > GREB > GRET GRET > GREB > GREP

HGST > HGSP > HGSB HGSB > HGSP > HGST

SimP > SimT > SimB SimB > SimP > SimT

TaRGeT real TaRGeT synthetics

GT > GP > GB GT > GP > GB

GET > GEB > GEP GET > GEP > GEB

GRET > GREP > GREB GRET > GREP > GREB

HGST > HGSB > HGSP HGST > HGSB > HGSP

SimT > SimP = SimB SimB > SimP > SimT
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Study Question 2

Table A.70: Ordering of effectiveness among reduction strategies for each coverege criterion

CB real CB synthetics

GRET > GET > GT > SimT > HGST HGST > SimT > GT > GET > GRET

GP > GREP > GEP > SimP > HGSP SimP > HGSP > GP > GEP > GREP

SimB > GEB > GB > GREB > HGSB SimB > HGSB > GB > GEB > GREB

PDFSam real PDFSam synthetics

GET > GRET > SimT > HGST > GT SimT > HGST > GT > GET > GRET

GREP > GEP > SimP > HGSP > GP SimP > HGSP > GP > GEP > GREP

GB > GREB > GEB > SimB > HGSB SimB > HGSB > GB > GEB > GREB

TaRGeT real TaRGeT synthetics

SimT > GRET > GET > HGST > GT SimT > HGST > GT > GRET > GET

GP > GREP > GEP > HGSP > SimP SimP > HGSP > GP > GREP > GEP

GEB > GB > GREB > HGSB > SimB SimB > HGSB > GB > GEB > GREB

Study Question 3

Table A.71: Ordering of effectiveness reduction strategies in combination with their best coverage

criterion

CB real SimB > GRET > GET > GT > HGST

CB synthetics SimP > HGSB > GP > GEP > GREP

PDFSam real GREP > GEB > GB > SimP > HGST

PDFSam synthetics SimB > HGSB > GP > GET > GRET

TaRGeT real SimT > GRET > GET > HGST > GT

TaRGeT synthetics SimB > HGST > GT > GRET > GET

Study Question 4

Table A.72: Ordering of effectiveness coverage criteria in combination with their best reduction

strategy

CB real SimB > GRET > GP

CB synthetics SimP > SimB > HGST

PDFSam real GREP > GB > GET

PDFSam synthetics SimB > SimP > SimT

TaRGeT real SimT > GP > GEB

TaRGeT synthetics SimB > SimP > SimT
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